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Dating in the Dark: A Phenomenological Study of the Lived Experience of Online Relationships.

C.M. Froneman, J.G. Howcroft (PhD), T. Lambert

Department of Psychology, Faculty of Health Sciences, Nelson Mandela Metropolitan University, Port Elizabeth, South Africa carmenfroneman@gmail.com

Abstract

Online relationships are becoming increasingly popular due to the availability, accessibility, and affordability of online social networking and dating sites. Individuals are progressively moving from meeting romantic partners face to face to meeting and engaging with individuals online. There is ample evidence to support the view that individuals do initiate romantic relationships online and often these relationships progress offline. The primary focus of online research had been conducted by communication and linguistic scholars while very little research has been conducted into the psychological conceptualisation of online relationships. In addition, there is a lack of available research pertaining to the development of romantic relationships online and more so in South Africa.

The current study utilised Sternberg’s Triangular model of love and the Johari window as a framework for understanding the concepts involved in online romantic relationships. The study specifically aimed to explore and describe the lived experiences of individuals who engage in online dating. The parameters of the study included the elements that comprise the online relationship, the subjective meaning attached to the relationships, and the processes these relationships encompass. The study moreover aimed to explore the progression of the online relationship.

The study used a qualitative, phenomenological approach using snowball sampling and semi structured interviews to collect data. Tesch’s model of content analysis was used during data analysis while incorporating the four major processes in phenomenological research, namely (1) epoche, (2) phenomenological reduction, (3) imaginative variation and, (4) synthesis. The findings of the study generated a greater understanding of the complexities of online dating.

Themes including online relationship development, the dynamics of online relationships, how love, according to the triangular model of love, is perceived online and, self-disclosure online were identified through the participants narratives. These findings ultimately can be used for future research.

Keywords

Cyber-Romance, Johari window, online relationships, relationship development, self-disclosure online, Triangular model of love.
1. Dating in the Dark: An Introduction

From birth to death relationships are the core of human experience, individuals have a strong need to affiliate and relate to other individuals. Belonging to a group enables individuals to survive physically and psychologically (Taylor, Peplau & Sears, 2006). The Internet is one of the most popular ways to find a romantic partner. Creating and nurturing romantic relationships online are now common place in today’s society mainly influenced by the various social media opportunities available to individuals (Finkel et al., 2012). The Internet is allowing individuals to meet their affiliation needs without having to meet others physically, it provides a space where individuals can bond and create relationships without meeting face to face. It can be concluded from the literature review undertaken in the present study that most of the research into online relationships has been conducted by communication and linguistic scholars; who have focused on the communication process and patterns that occur in online relationships (Cooper & Sportolari, 1997). Sternberg’s triangular theory of love (1986) and the Johari window (Luft & Ingham, 1955) was defined and explored in this study to offer a theoretical understanding of relationships. These theories offered insightful interpretations in which to understand the influences of the lived experiences of online relationships.

The aim of the study was to create an in-depth understanding of the lived experiences of online relationships through the description of the subjective meaning the participants attach to relationships in an online context, and to seek common factors or patterns that emerge between the participant’s involvement in these relationships.

2. Literature: Spinning a (World Wide) Web- The Online World.

From what seemed like a very futuristic concept some 20 years ago the Internet has become a modern day necessity. The computer has evolved from a large machine to a simple hand held device allowing individuals to connect to a world of information in a matter of seconds (Whitty, 2003). South Africans are one of the highest users of mobile technology and mobile social networking on the continent, however, stationary Internet and computer ownership lags (UNICEF, 2012). While there is are very few statistics available regarding Internet use in South Africa, Lampen (2010) noted that in 2010 there were 5,3 million South Africans online.

The present literature review focused on exploring the formation of relationships and examine how traditional theories of romantic relationships compare to research regarding online relationships. The core differences between relationships that occur online and relationships that occur offline was explored. The debate regarding whether healthy romantic relationships can be formed online was similarly considered and reviewed. The elements of traditional relationship development, namely, affiliation needs, similarity proximity and familiarity, as well as the theory of relationship development according to Levinger (1980) was furthermore described. A discussion of how relationships are formed online by exploring the underlying motivation for online relationships, the development of online relationships, and the risks involved with engaging in online relationships followed. The literature review concluded by looking at the different ways that online...
relationships can be formed, namely via social networking sites and online dating sites, as well as the stigma of online dating and the element of control that individuals experience when using online dating sites.


Recently the popularity of online dating as an acceptable way to meet partners has increased and has broadened out from a once marginalised and stigmatised activity, to a conventional social way of connecting with possible partners (Antheunis, 2009; Couch, Liamputtong & Pitts, 2012). Online romance, or cyber dating, has emerged as a distinct type of contemporary relationship (Hardie & Buzwell, 2006).

The second aspect within this study explored the Triangular theory of love. The triangular theory of love suggests that love can be understood in terms of three components namely intimacy, passion, and commitment (Sternberg 1986; Sternberg, 1997; Sternberg & Weis, 2006). Together these three components form a triangle that can be applied to a multiplicity of relationships. A relationship can consist of any combination of the components of the Triangle namely passion, intimacy and commitment. There are seven distinct kinds of love identified by Sternberg (1986). What can be concluded from the research is that despite many similarities, intimacy, passion, and commitment function online in a different way to which they function offline, and therefore the different types of love may also function in unique ways. The rich descriptive information shared in online-relationships is vital to the understanding of the nature of online romances (Wildermuth & Vogl-Bauer, 2007). The three components of Sternberg’s triangle have been found to exist online to some extent (Van Staden, 2010). Although some studies have found that intimacy and passion can be limited online (Gonyea, 2004), other studies have highlighted the unique ways in which the Internet can make up for these deficits (Cooper & Sportolari, 1997; Couch & Liamputtong, 2008; Ross, 2005; Sprecher, 2009; Whitty, 2003). The components of the triangle interact in a unique way online and while it has been established that relationships can be formed online, the question of whether they can be maintained online and how they are perceived online is still unclear. The primary aim of this study is not to measure the perceptions of individuals regarding their online relationship, rather it aims to provide insight into the dynamics of online relationships, what they entail, and to explore the perceptions of participants regarding what type of love according to Sternberg (1986) they experience online.

The third section explored disclosure in relationships. Self-disclosure is considered an important aspect of communication in interpersonal relationships, including dating and marital relationships. It is considered a major contributor to a sense of intimacy, which is a fundamental component in relationship success (Sternberg, 1986). Verderber and Verderber (2008) agree and suggest that a healthy relationship contains an appropriate balance of self-disclosure and feedback. Self-disclosure, like intimacy, is difficult to define. It is a complex phenomenon that has many components. Essentially, self-disclosure is the telling of previously unknown information so that it becomes shared knowledge, the ‘process of making the self
known to others’. Online self-disclosure has been studied predominantly by linguistic and communication scholars with a focus on the content and linguistic process of online disclosure (Baker & Hasting, 2013). There has been little research on the behavioural, emotional, and psychological implications of intimate self-disclosure online explanations for high levels of self-disclosure online is linked to the anonymity the Internet provides which facilitates a level of intimacy that is different from face to face interactions (Joinson, 2001). Self-disclosure can be considered to have the following characteristics: Firstly, it is on a continuum and most individuals have the ability to distinguish what is appropriate and what is not at any particular moment. Secondly, it involves risk and vulnerability on the part of the individual sharing the information and powerful authentic sharing occurs when one person discloses themselves in a way that allows the other to feel free to do the same. Thirdly, self-disclosure also brings with it a sense of shared humanity and vulnerability in individuals. Lastly, self-disclosure is not simply the outcome of a communication, rather, it is both a product and process of interaction, as well as a way of regulating interaction dynamically (Taylor, Peplau & Sears, 2006).

The Johari window (Luft & Ingham, 1955) provided a theoretical lens in which to explore self-disclosure in an online context. The Johari window (Verderber & Verderber, 2008) is a model containing four panes that are used to explain the roles of self-awareness and self-disclosure in relationships (du Plooy-Cilliers & Louw, 2008). Disclosure is an integral part of intimacy within relationships and is considered vital by individuals within the context of an ongoing interaction and wider context regardless of whether that interaction is face to face or online. Online self-disclosure appears to be richer and to progress faster since the Internet affords a context that can reduce feelings of discomfort one may experience in face to face relating. Factors such as anonymity, lack of gating features, and the ability to control the environment effect the level and pace of disclosure online. Trust and deception are linked online to the construction to the individuals ‘self’ online and individuals who disclose truthful information tend to have relationships that are lasting and can be brought to the real world. A parallel can be drawn to a study done by Gergen, Gergen and Barton (1973). This study found that when individuals interacted in a darkened room where they could not see each other, they engaged in greater self-disclosure and left the experience liking each other more than those who interacted in a brightly lit room. This study can be likened to the current study. Being in a darkened room aptly explains the phenomena of why individuals tend to disclose more online, online they are anonymous and can’t be physically seen, hence they feel more open to disclosing information that would usually be undisclosed in a traditional face to face situation.

4. Methodology

The present study used a qualitative exploratory-descriptive phenomenological research design. The research design was used to elicit the quality and texture of the participants’ experiences while simultaneously clarifying the meaning attached to the phenomenon through its inductive nature (Smith, 2003). As a phenomenological approach does not include a series of techniques, the understanding of phenomenological processes was incorporated into the study and provided guidance
in terms of the research design. Through the phenomenological approach and application of the four phenomenological processes, the study aimed to elicit and describe the lived experience of online relationships.

Non probability purposive sampling was utilised for the study due to the in-depth and descriptive nature of the research method. The aim of the research is to explore the phenomena as opposed to create any definitive standards. The data collection process consisted of individual, semi-structured interviews. These interviews were guided by an interview schedule but remained flexible to allow for an interactive process that was used to describe the experience of online dating. The interviews were recorded using a recording device to ensure that the data obtained through the interviews was accurately captured. Once the interviews had been conducted, the data was transcribed verbatim by the researcher into text that was used during the data analysis process. Once a preliminary data analysis had been completed, participants were contacted telephonically to verify the information obtained from the interviews.

The four phenomenological processes of epoche, phenomenological reduction, imaginative variation and synthesis of meanings was actualised through the application of Tesch’s (1990) eight steps in qualitative data analysis. To ensure the credibility of the data analysis and research findings, an independent research psychologist simultaneously analysed the transcriptions using Tesch’s (1990) eight steps. Once the analyses had been completed, the researcher and the independent research psychologist consulted on their findings to ensure the integrity of the findings obtained.

Research ethics provided the researcher with guidelines to establish a balance between values, the pursuit of knowledge, and the rights of those involved in the research. The researcher maintained integrity throughout the research process and took the necessary steps to prevent scientific misconduct.

5. Findings and Discussion

The data analysis produced four main categories in the lived experience of online relationships. These included, (1) dynamics of online dating, (2) online dating and relating, (3) cyberlove, and, (4) language of love: Online self-disclosure. These findings highlighted the lived experience of online relationships.

The first main category focused on the participant’s perception of the dynamics that occurred while engaging in online relationships. This category provided a detailed view of the various elements that transpired during the participant’s time in the online world. Within this main category seven themes emerged that highlighted the detailed aspects of which online dating comprises of. These included (1) The motivation for using a dating site, (2) triple A of online dating, (3) the unnatural world of online dating, (4) the addictiveness of online dating, (5) the sense of control online dating provides, (6) the perceived stigma of online dating, (7) online rejection.
All the participants conveyed a need to form lasting intimate relationships indicating that this is a primary motivation for joining an online dating site. The participant’s descriptions conveyed seven subthemes as motivations for using a dating site, the primary motivation being the need for affiliation which was influenced by other factors including; their age, location, marital status, the time constraints experienced, as well the need to increase the dating pool.

The triple A factors namely affordability, anonymity and accessibility (Leiblum, 1997) emerged in all of the participants accounts of online dating. All of the participants initiated online relationships through paid dating sites, the affordability component was only mentioned briefly. Anonymity was a major factor in all of the participant’s accounts of online dating. “In one line of text, an individual can transmit confessional self-disclosure while remaining anonymous” (Lieblum, 1997; p. 2). All participants reported that the capability to construct and control their self-presentation online was important and contributed to their overall experience online. The ability to control self-presentation online influences all aspects (including intimacy and disclosure) of an individual’s dating experience (Heino, Ellison & Gibbs, 2010). There is considerable overlap between the ability to remain anonymous and the association of intimate self-disclosure. The idea that individuals have less to lose online allows them to share intimate and often risky information. If this disclosure is reciprocated, it results in intimacy.

The accessible and easy to use dating sites allowed participants in the current study to meet a wide range of individuals and allowed an avenue for romantic relationships to develop. All four participants reported that the accessibility of being able to use laptops and cell phones made it easy for them to communicate with their partners, the participants explained that it required very little effort, it had high controllability and was quicker than communicating in a face to face relationship.

The internet was also described as an unnatural world by the participants. Without a physical context, individuals online are only able to access a portion of their relationship partners and humans need a complete tactile physical presence in order to make a lasting bond (Klein, 2013; Wildermuth & Vogl-Bauer, 2007).

There is a reported feeling of the addictiveness of online dating. Online dating always has a potentiality, this combined with the accessibility of Internet dating and the instant gratification of being able to speak to anyone at any time, which is congruent with a postmodern lifestyle, emphasises the feeling of the next ‘fix’ (Henry-Waring & Barraket, 2008). Participants reported online dating addictiveness was linked to their self-esteem. They enjoyed the attention and flirty comments because it made them feel good about themselves. This egotism made participants want to keep dating online and looking for new potential partners who would feed them praise and compliments.

There was a sense of control that dating online provided. Participants in the current study reported that they could make decisions about when and how to disclose information about themselves as well as how to respond to messages in their own time, they also reported that they could decide how to disclose negative information
and could construct messages and then reread them before sending them. Participants indicated that they regularly self-regulated the messages and liked the ability to save messages and to disconnect from conversations at any time they wanted. Control can also be extended outward as an individual can easily block interaction and conversations if they decide they do not want to continue, or they can leave the website, log off, or merely shut down their computer (Couch, 2007). Participants reported control over which potential partner they responded to online. They reported feeling comfortable and at ease with ‘blocking’ individuals or ignoring messages that didn’t appeal to them.

The stigma of online dating was apparent in the participant’s accounts. All of the participants were apprehensive of using an online dating site at first due to the negative perception of online dating by society. Participants were open to finding love online, however sharing their experiences with their family and friends produced anxiety and hesitancy. Disapproval from family and friends toward online romantic relationships may play a significant role in how online participants assess their relationship’s possibility (Wildermuth & Vogl-Bauer, 2007).

Participants reported that they still experienced rejection online, however, it was not the same as offline. The initial emotions experienced were humiliation and decreased self-confidence, but found that it was easier to recover from the ‘blow’ of rejection due to the fact that the individuals were anonymous. Rejection online elicits the same emotions as offline rejection, namely embarrassment and lowered self-esteem, however, it is easier to manage and recover when compared to face to face situations. Rejection at first contact is not as personal as that of face to face interaction and it becomes easier to cope with because it has less of an impact due to the anonymity factor of online dating (Couch, Liamputtong & Pitts, 2012). Social distance plays a role by providing a buffering effect, especially when it comes to dealing with rejection online (McKenna, Green & Gleason, 2002; Whitty, 2003).

The second category that was highlighted focused on the dynamics that occurred within the online relationships of the individuals. Within this category eight themes emerged that highlighted in-depth aspects that online dating comprises of. These included (1) online relationship development, (2) self-presentation online, (3) online match making, (4) duration of online relationships, (5) online dating rules, (6) online persona versus the real world individual, (7) moving from online to offline, and, (8) meeting face to face

From the stories of the participants a tangible process emerged that was mutual in all four interviews. Firstly Internet dating started with choosing a dating site and filling in forms online about oneself. The motivation for choosing a particular dating site varied from participant to participant, sites that required individuals to pay were common to all participants, the replies in these initial forms would then filter potential partners on the site for them and these would appear on the participant’s profile. The next step was to sift through potential partners’ profiles, both the profile picture and the biography were deemed as important factors when choosing a
potential partner. Once the participant had chosen a potential partner from the ‘catalogue’, they would then initiate contact with them by sending them a message, which was premeditated and was the same message for every potential partner. During this stage a simultaneous ‘background’ check would occur, where the respondents would look for extra information via secondary sources to validate the potential partner. These sources included Facebook, mutual friends, and Internet searches. The participants would concurrently repeat this process with more than one individual. If the response from the potential partner proved negative, the participant would then revert to the ‘cataloguing’ phase and cycle through the process again. If the potential partner’s response was positive the participant would then engage in email communication with the individual and go through a stage of introductions and disclosure. The duration of these conversations would last between 2 to 4 weeks.

Once the individual has established an online relationship and both intimacy and trust had occurred, the participant would then meet face to face. The participant’s ultimate goal was to meet offline to see if the relationship could progress any further. Once the respondents met face to face and the outcome of this meeting proved positive, a mutual agreement to remove both parties’ profiles from the site was made as a form of commitment to each other (discussed in detail later in the chapter). If the outcome was negative the individual would return to the cataloguing phase or pursue the other individuals with whom they had contact with. This is congruent with Finkel et al., (2012) who proposed a nine step relationship model based on individuals who engaged in online dating sites. The focus of the present study however was aimed at determining whether any unique social dynamics occurred during this relationship development online.

While there was a process that occurred online there was still traditional social mechanisms that occurred (Initial attraction, proximity and familiarity, and similarity) to deduce whether individuals are attracted to a potential partner (du Plooy-Cilliers & Louw, 2008). The present study found these aspects occur in a unique way online.

The present author notes that physical attractiveness and initial attraction were very interesting phenomena that was revealed in the participant’s stories. All of the participants agreed that the profile photo was one of the most important aspects when looking for potential partners. Similarity online is an interesting concept as the participants in the current study noted that individuals who sign up for online dating sites already have a similar interest and goal. The more specific a meeting place is online the more common interests will be shared by the individuals (Baker, 2008). This creates an automatic acceptance of others. Similar interests, values, beliefs, ideals, and attitudes between potential partners is a very important feature in interpersonal attraction (du Plooy-Cilliers & Louw, 2008). With regard to online relationships, research points to attraction being highest when the partner is perceived as being both physically attractive and attitudinally similar to oneself (Brehm, 1992; Taylor et al., 2006).

The current study’s participants reported that information about a person’s beliefs, interests, religious views and biographical data was available in the profiles,
consequently participants could decide whether they had a likeness with a potential partner before actually engaging with them. All participants made it clear that in order to be able to meet face to face and continue the relationship, the component of proximity was important online. When communicating with individuals outside of their spatial proximity they perceived it as a friendship and explained that the relationship could not advance to a romantic stage albeit that intimacy, passion and intimate disclosure was present.

An important aspect highlighted by the participants was the construction of themselves online. All of the participants reported that their profiles were carefully constructed and information was deliberately added or withheld to ensure that a positive image of themselves was portrayed. Online profiles are fabricated to ensure that the individual is perceived positively and uniquely and is what the individual considers the most important aspects of themselves (Ling Huang & Ching Yang, 2013; McKenna & Bargh, 1999). All of the current participants explained their profiles as an extension of themselves and a way to attract future partners. This is congruent with the description of the Johari window (Verderber & Verderber, 2008) and how feedback effects the formation of panes on the window. As an individual receives feedback regarding their profile or their ‘online self’ they adapt and remodel themselves online, which is easy to achieve especially when compared to offline.

All of the participants in the study used online dating sites. What emerged from the reports from the participants was a definitive theme of filtering that the online dating site executes for the individuals. Individuals reported completing a list of questions that then filtered out potential partners and provided the individuals with the most suitable candidates. This made the process of finding a potential partner more streamlined and easier. Participants agreed that they did not look at other profiles if they were not recommended by the site and would often go online to see if there were any new matches for them. While participants considered the filtering element important to finding a potential partner, they described negative feelings toward answering the questions. These feelings linked to how others would perceive them and the fear of social judgement. Participants reported using secondary sources to do research on their potential partner before engaging with them. Secondary sources included Facebook, Internet searches and asking mutual friends, family and connected individuals. This research authenticated the person as ‘real’ by validating their existence and the information provided on their online dating profile.

The first message to a potential partner was also identified as a sub theme. The participants described how their first message to potential partners was usually premeditated and carefully thought out. Once constructed the same message was used for the duration of the time spent on the online dating site, with only minor changes occurring. There were no social rules when sending first messages, participants reported that they received and sent messages equally. The idea that emerged for the participant’s descriptions was the more messages the participant could send to potential partners the more likely they would be to connect with someone who was interested. Once the participants met face to face the relationship
was then perceived as a traditional face to face relationship. Online interactions have an exclusive set of ‘rules’ that were only applicable to this context. The development of online relationships is multifaceted and complex and like all other social phenomena is bound by social contexts and cues (Zaczek & Bonn, 2006). This could be aligned with ‘dating rules’ that are applied to traditional face to face dating.

Participants reported their potential partners as being different individuals online compared to offline interactions. This had no link between actual deception or intentional dishonesty but more that the conversations online were remarkably different to those had offline with the same individuals. Participants reported that online individuals had more positive personality traits and were perceived more confidently, and when these individuals met face to face the same qualities that were present in previous communication were absent. The current participants reported finding it easier to communicate online and were more open to revealing intimate details about themselves. While these participants admitted to communicating differently online they did not view it as deception or dishonesty. Because individuals can edit and revise text-based messages, they have more opportunities to present themselves in a strategic manner to convey a highly socially desirable image, such strategic self-presentation might entail contextualising negative information in a positive light, selectively revealing negative information over time, actively suppressing negative information, or presenting an impression that reflects one’s ideal self or true self rather than one’s actual self (Finkel et al., 2012).

While relationships are formed online, it is very rare to find that relationships are maintained online. Many of the relationships formed online, in fact, progress to offline relationships where they continue to develop and function similarly to other traditional romantic relationships (Klein, 2013). The participants reported feeling that online the person did not feel ‘real’ and by moving to another medium it validated the person’s existence. The progression in all the cases was from dating site to mobile to face to face. The importance of meeting offline clearly shows how online dating is used by one participant as a precursor to the embodied experience of dating. This connection could only be validated when meeting face to face and was often determined within the first few minutes of meeting their potential partner. All of the participants agreed that they would not be able to be in a relationship without this element. All participants also reported intense feelings of anxiety when meeting their potential partner face to face. Feelings of awkwardness and nervousness were very real and present. These emotions were absent during communication online with their partner. Participants reported worrying about whether the potential partner would like them in real life.

The third category that was explored comprised of what the participants considered online love to be. Four themes emerged namely, (1) intimacy, (2) passion, (3) commitment and, (4) online love versus offline love. The stories of the participants suggest that meaningful relationships do exist, however, they are different when compared to the offline context.

Intimacy online exclusively refers to the interaction that took place via the electronic medium. All participants reported high levels of intimacy online. The reasons for
these included aspects such as anonymity, lack of social cues, constant connection, and the ability to moderate and control their communication online. It is also important to note that the participants in the present study engaged in evaluative intimacy, or emotional expressiveness as it is sometimes known, which is an integral aspect of an intimate relationship which was achieved in a very short period of time. Participants agreed that trust was difficult to establish online. They were aware of the endless opportunities for individuals to portray themselves in the best possible light as well as the prospect of deceit and untruth. Participants in the current study explained that while they disclosed information that was very intimate after trust was formed, they were referring to the trust that their online partner would not judge or reject them and they could be sure that the information they were sharing was not going to be leaked. The participant’s dyadic boundaries could not be damaged online and therefore while trust did facilitate disclosure and therefore intimacy, this was only one facet of trust within their online intimate relationship. All participants agreed that trust occurred rapidly online and they shared intimate details within two weeks. This is congruent with the ‘boom and bust’ phenomenon, when individuals reveal more about themselves earlier than they would in face to face interactions, that is, relationships develop rapidly and intensely (Whitty & Gavin, 2001). Such an accelerated process of revelation may increase the chance that the relationship will feel exhilarating at first and become quickly eroticized, but then not be able to be sustained because the underlying trust and true knowledge of the other is not there to support it (Kraut et al., 2002).

All participants reported high levels of passion in terms of sexual intimacy online. Participants explained that engaging in cybersex was the goal of some individuals on the online dating site but they always disengaged with these individuals as they were looking for something more. According to Hatfield and Rapson (1993) passion in the traditional sense refers to a state of intense longing to be with a partner. In a loving relationship, sexual needs may well predominate in this experience. However, other needs, such as those for self-esteem, nurturance, affiliation, dominance, submission, and self-actualisation, may also contribute to the experiencing of passion. Participants in the current study never reported a longing to be with their partner as they were constantly connected to the person and could communicate with them whenever they felt the need arise.

As with previous research (Finkel et al., 2012; Klein, 2013; Lawson & Leck, 2006), current participants reported that commitment was more readily accepted by individuals once they have met their online romantic partner face to face, and while engaging in online relationships there is a fairly low level of commitment. All four participants agreed that this was a negative of online dating, participants explained that it was common practice to communicate with more than one partner online and often while they developed intense romantic feelings for a particular partner they could never be sure that the partner was committed to only them. Participants did however indicate that after meeting individuals face to face and deciding to pursue a traditional relationship, taking their profiles off the dating site indicated commitment to that partner.
What can be reasoned from the participants' sentiments above, online relationships do exist and can consist of components of intimacy, passion and commitment. However, these feelings were very short-lived and didn’t last longer than four weeks. The researcher notes that participants also struggled to identify these components because they felt they didn’t occur the same as in offline relationships. When probed as to what commitment, passion, and intimacy meant, they agreed they did at times feel these, however, because they had never met the person it was difficult to accept these feelings as real. It can be concluded that participants did experience elements of love, albeit in a different manner compared to traditional dating. The participants reported the need to meet face-to-face and experience the physical side of intimacy. Without a physical component, online romantic participants are only able to access a portion of their relationship partners and humans may need a more tactile physical presence in order to make a lasting bond (Klein, 2013; Wildermuth & Vogl-Bauer, 2007).

The fourth and final category that was explored was self-disclosure online. Since online interactions have no physical components, the core of an online intimate relationship is the disclosure that occurs between partners. The main themes that were extracted were (1) intimate disclosure, (2) constant connection, (3) rapid disclosure, (4) deception and dishonesty and (5) miscommunication online. Participants agreed that communicating online was different when compared to offline communication and one participant referring to her emails as ‘love letters’

All of the participants reported more intimate disclosure online than in their offline relationships. Participants attributed this intimate disclosure largely to the fact that because they were anonymous they felt they could share information with very little recourse. Participants explained feeling at ease and more open to revealing intimate details about themselves. Being able to express the individual’s true self over the Internet creates empathetic bonds and facilitates the establishment of intimacy (Bargh, McKenna & Fitzsimons, 2002). In terms of the Johari window (Verderber & Verderber, 2008) individuals are more open to revealing the ‘secret pane’ of themselves.

All participants reported that due to the dating site filtering out potential partners, surface-level information such as age, vocation, and interests are already disclosed in the individual’s biography on their profile and therefore they don’t spend time disclosing surface level information and this adds to the rapid intimate disclosure. In terms of the Johari window (Verderber & Verderber, 2008), the hidden quadrant of the window appears to be small in online relationships, the public window is large as individuals feel freer to disclose information about themselves due to the anonymity the Internet provides. There is a tendency for individuals to maintain information that portrays them in a negative light hidden. The blind window pane in the Johari window (Verderber & Verderber, 2008) can be interpreted as controlled as individuals are free to play with their self-portrayal online and explore different aspects of themselves. The safety and space available for interpersonal interactions on the Internet allows individuals a chance to experiment with putting normally inhibited parts of themselves forward (Cooper & Sportolati, 1997).
Participants reported that the ability to stay connected with their partner allowed them more intimate self-disclosure. They could send messages and connect with their potential partner any time of the day and reported talking for hours a day, every day. This is remarkably different from face to face interactions. In a new relationship face to face interactions would only take place at a prescribed time and place and for a short while.

All participants reported feeling very little dishonesty in terms of intimate disclosure and sharing of information pertaining to feelings and emotions. However, they reported high deception in how individuals online portrayed themselves. Participants reported that once they established a relationship with their partner, the personal information disclosed was truthful and honest and most of the dishonesty was experienced when physical features were not disclosed honestly.

6. Strengths of the Present Study

The present study allowed for several strengths of the research process to be identified. The first strength was the integration of the phenomenological approach and the utilisation of a semi structured interview style. From the qualitative perspective, the richness and complexity of human reality is seen as closely related to the structures and meanings of natural language. Each participant in the current study was given the opportunity to describe their experience fully, giving rich, detailed descriptions of their experience of online relationships. Unstructured conversations were utilised and organised around areas of particular interest, allowing considerable flexibility in scope and depth. This flexibility was particularly valuable in the present study as it allowed the participant to include and discuss other issues that may be used to expand their perception of online relationships.

The format, style, and setting allowed for a high degree of comfort in the interaction between the researcher and participant. The researcher also utilised her experience as a Registered Counsellor to ensure adequate rapport was established. It was found that participants wanted to talk about their experiences. Having audio-taped the conversations facilitated the phenomenological research process most appropriately. It gave the ideal opportunity to contemplate and reflect on the content that emerged through the conversation.

The sampling strategy viewed the participants as the ‘experts’ in the field under study. Participants were all relevant candidates for the phenomenon under study. In addition, all participants had a reasonable – in fact vivid – linguistic capacity. Thus, a major strength in the present study was allowing for the unstructured conversations to be viewed through the ‘phenomenological lens’ of research methodology.

Although this research contributes to psychology’s expanding body of knowledge in South Africa regarding online relationships, it has limitations.

7. Limitations of the Present Study
While a number of aspects of this research can be regarded as strengths of this study, there are some aspects that have been identified as limitations. The first limitation is related to the demographics of the research participants. The study was conducted in Port Elizabeth in the Eastern Cape. Four participants were interviewed. All of the participants were white adults, most of whom spoke English as their home language. Consequently, there is a possibility that the sample of participants in the study did not accurately represent the total population.

A further potential limitation of the study is that by making use of a qualitative study method, it is not possible to infer clear causal relationships (de Vos et al., 2011). Qualitative, exploratory research does not often yield definitive findings, and further explanatory research is needed to obtain satisfactory answers to research questions (Babbie, 2005). Romantic relationships and intimacy is also a complex phenomenon and can be understood as consisting of many components, and is also influenced by the subjective meaning attached by each individual.

A further criticism is that qualitative research lacks the objectivity of the quantitative approach (Schurink, 1998). This limitation can be understood as the differing epistemological viewpoints of these approaches. Qualitative methodology rests on the assumption that research participants understand their worlds by subjective means, and that social scientists need to explore these subjective appraisals if they are to understand human behaviour (Schurink, 1998).

The researcher also notes the limitation of the literature available on the subject of intimacy and self-disclosure in online romantic relationships. Research into the topic of online dating is relatively new and tends to focus on communication processes and not upon psychological constructs such as intimacy, passion or commitment. Journal articles are also expensive due to a majority of the articles being from international scholars, most require payment to receive a copy which limits the researcher.
8. Recommendations

To the best of the researcher's knowledge, this study is one of the few studies conducted in South African focusing on the experience and meaning ascribed to online dating and romantic relationships in the online context. In light of this, the overall broad goal was to obtain exploratory data from which further studies could be conducted. It is recommended that the findings of this study be used to generate further related studies. This study can be replicated in different contexts and with different age groups for more generalisable findings. By including a quantitative element that compares online and offline romantic relationships, more unambiguous conclusions can be reached.

The present studies identified several stages that online relationships move through, additional research into the psychological aspects and emotional components of each stage could provide researchers as well as practitioner’s insight into online relationships. Further research into termination of online relationships and the controllability of online dating could similarly be possible.

9. Conclusion

In conclusion, the present study has provided an in-depth account of four participants who engage in online relationships. This qualitative, exploratory study made use of snowball sampling. Data was gathered through an online questionnaire and analysed thematically.

The aim of the study was to explore and describe the lived experience of online relationships in order to gain insight into the elements that comprise the online relationship, the subjective meaning attached to the relationships, the processes these relationships encompass, and the progression of the online relationship. The dynamics of online relationships including anonymity, self-presentation, and how the relationship progresses proved to provide valuable insight into the lived experiences of online relationships. Sternberg’s Triangular Model of Love (1986) and the Johari window (Verderber & Verderber, 2008) was used to conceptualise the study.

It is the hope of the researcher that the present study provided the participants with a small opportunity to have their voices heard in the scientific community. In a relatively new field where knowledge is rapidly developing and changing it may be valuable to have such insights to balance the divergent and often extreme views of both the public and social scientists. While the study does have its limitations it provides useful information to further the exploration of online relationships in the South African context.
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Abstract

Parents’ perceptions of their adolescent children’s Internet use significantly influence the parental mediation strategies they choose to use with their children. The motivation for this explorative research study was to understand the impact of psychological and social influences on users of the Internet in South Africa. Both locally and internationally, there is a focus on the use of digital Internet devices to facilitate education. Access of South Africans to the Internet, whether for social or educational use does not exist in a vacuum, exempt from the bidirectional forces of the individual and the environment they use the Internet in, whether it is family or academic.

This study firstly focuses on how parents perceive their adolescent children’s Internet use, and secondly, how they parent their children’s use of the Internet. The common topics and themes that emerged from this study allow for the development and provision of professional services that individuals, couples, families, and groups require for the use of, or exposure to the Internet.

This study uses an explorative-descriptive qualitative research design with an interpretive paradigm and snowball sampling. The qualitative research design focussed on the concepts of self-reflexivity, context, and thick description while utilizing multivocality of 1) international and South African research on cyber citizenship, including cyberbullying, cyber harassment, and legal consequences, with 2) psychological aspects of the psychosocial developmental challenges of adolescents from the iGeneration including the benefits, risks, and dangers of using the Internet, and 3) qualitative data collected from semi-structured interviews with parents from Generation X who are raising and educating a generation of children on the other side of the Digital Divide. Tracy’s 8 ‘Big-Tent’ criteria for guiding excellence in qualitative research and Tesch’s model of content analysis was used during the content analysis process. Themes and sub-themes that emerged from the analysis of the participants’ narratives included 1) experiences: positive and negative, 2) observations: behavioural changes and gender differences, 3) parenting methods: parental interaction, rules, and limits, 4) concerns: risks, and 5) opinions: personal views.

This research study provides a thick description of South African and international literature and combines the literature with the voices of the participants and the researcher to produce discussions based on the findings of this qualitative study. Conclusions, recommendations, and limitations of this study informed future research on cyber citizenship by providing a detailed understanding of the context of South African parents and children, the psychosocial developmental challenges of adolescents and, how educational programmes can be best
created to effectively impact on the generations of parents, teachers and children in South Africa.
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1. **Introduction**

“We are now all connected by the Internet, like neurons in a giant brain” (Hawking, 2014, p.1). There is no doubt that the Internet has changed the lives of many individuals. For many children and adolescents the Internet has always existed, having been born into the online generation. With this electronic world comes the lawless world of the World Wide Web (Kowalski, Limber & Agatston, 2008). “Kids can be cruel. And kids with technology can be cruel on a world-wide scale” (Sullivan, 2006, pp.1).

In 2012 UNICEF, in conjunction with the social networking platform Mxit conducted research into the mobile phone usage and the youth of South Africa. This research was conducted due to concern over the particular vulnerability of the South African market. South Africa uniquely straddles a Western and African world. Many of Africa’s youth have access to mobile devices, and the Internet and yet South Africa struggles economically and educationally. In a summary of the findings of the UNICEF study, the researchers report that South African adolescents and youth are the first adopters of mobile technology with 72% of the 15 to 24-year age group owning or having access to a cell phone. This study highlighted that the primary risks faced by South African adolescents and young people online are talking to and meeting strangers, cyberbullying and sexting (UNICEF, 2012).

The Nelson Mandela Metropolitan University is currently involved in a multi-disciplinary research study, working in conjunction with the school of Information and Communication Technology. This ten-year plan is in response to a governmental expectation for research at South African universities to be responsive to societal and national needs. The research conducted is directed at the focus area of combating cyber-crimes through the development of cyber citizenship. The aim of this initiative was not only to generate research at NMMU but also to attract researchers from several of the schools at the university to focus on research in cyber-crime. Cyber citizenship is currently a core institutional research theme for the Nelson Mandela Metropolitan University. By integrating different faculties, this research should have a significant impact and influence on research being conducted on cyber psychology in South Africa.

Therefore, the motivation for this research study was to understand the impact of psychological and social influences on users of the Internet in South Africa. Both
internationally and nationally, there is a focus on the use of electronic Internet devices to facilitate education. Access of South African’s to the Internet, whether for social or educational use does not exist in a vacuum exempt from the bidirectional forces of the individual and the environment they use the Internet in, whether it is family or academic.

2. Literature: The Internet – The Good, the Bad and the Ugly

The most significant innovation of the twentieth century has been the invention and development of the Internet (Aldrich, 2013). Once confined to a stationary desktop personal computer attached to a telephone line, the Internet is now accessible from smartphones, laptops, tablets, game consoles, and other electronic devices. With the growth of the Internet, access to the World Wide Web has become an available resource for most urban South African adolescents. Never before has the human race been so connected, and South Africans are amongst the highest percentage of Internet consumers in Africa (Internet World Stats, 2015).

As Internet users, South Africans may appear to be an ageless online community but according to a survey conducted by SurveyCompare ZA in 2014, 40% of South African Internet users are aged 15-24 (SurveyCompare, 2014). This large subgroup is known as the ‘iGeneration’ has never known the world without the existence of the Internet (Carr, 2010). In comparison, their parents form part of the ‘Before and After’ group also known as Generation X. These Internet users remember the experience of a time without the Internet and have adjusted to the rapid evolution of an online world.

The information reported from existing research highlights the importance of focussed future research into specific areas of Internet use to inform facets of education, psychosocial development, and human interaction. The literature included reviewing theories of social psychology such as The Lucifer Effect (Zimbardo, 2008), the Theory of Social Comparison (Festinger, 1954), social commentary and criticism from authors and journalists, and extensive anecdotal literature from individual users of the Internet. At this time, the Internet provides opportunities for the best and worst of human nature, and although there are communities online that regulate behaviour in an attempt to maintain a safe cyber environment, the majority of the Internet remains ungoverned. The literature in this chapter highlighted the importance of developing insight and awareness of the challenges of human nature that need to be continuously brought to the forefront of the media and society. The promotion of cyber citizenship can influence individuals to treat each other with respect and dignity, and promote the very best of what is human.
3. Literature: Parenting in the Web – the iGeneration

“The Internet is the first thing that humanity has built that humanity doesn't understand, the largest experiment in anarchy that we have ever had.” (Schmidt, n.d.)

Through each age of humanity one generation has been tasked with teaching the next. Researchers suggest that not only has the technology and the Internet changed this pattern, but that education, work, and social interaction needs to be reassessed for the viability of functioning with the latest generation of young adults (Johnston, 2013). From 2008 to 2012 over 1500 South African university students from seven universities participated in separate research studies to create an understanding of the differences between generations, and how to approach closing the gap between the age groups to improve education strategies. The results of a review of all seven studies conducted by Johnston (2013) concluded that academics, mostly from the Baby Boomer or Generation X age group, underestimated student’s preference and affinity for interactive and online learning. Students were positive about the use of mobile phones and social networking to improve learning methods, with mobile phones ranked highest in both student’s daily Internet activities as well as the use of technology related to education (Thinyane, 2010).

The generation gap between parents and adolescents, parenting styles and mediation techniques all form part of the complex difficulties parents of the iGeneration face. This aspect of modern parenting appears to be filled with contradictory beliefs and misguided attempts by parents to apply older techniques established for television watching and video gaming to the very interactive and open world of the Internet. For instance, parents using restrictive mediation strategies believe that communication between parent and child regarding Internet use is important. However, the implementation of this mutual exchange very often does not exist (Shin, 2015). Parents further report that they consider their children to be mostly secure and protected online and did not fear for their current cyber safety as they perceived the restrictive mediation strategy as effective and therefore did not feel any need to add, alter or deviate from their current strategy. Liau, Khoo, and Ang et al., (2008) found that parents overestimate the degree of parental monitoring, effectiveness of restrictions and extent of parental engagement, supervision, and communication regarding their adolescent children's Internet use. They further found that parents underestimate the type of websites their children are viewing and visiting online, and the level of risky behaviour these adolescents participate in online. This level of misguided confidence handicaps parents from being able to grasp the cyber world in which their children are citizens.

Research showed that adolescent children that have positive, interactive relationships with their parents are willing to disclose more information regarding their Internet activity, and that parents trust their adolescent children more online if they perceive an open relationship with high levels disclosure, thus making this desired situation difficult to attain and maintain if both parties are not mutually committed to a relationship (Juvonen & Gross, 2008). Park, Kim, and Cho (2008)
reported that the participants in their study indicated that the quality of the parent-adolescent relationship was more important than the quantity of time spent together.

4. Methodology

To gain understanding about the online use habits and behaviours of South Africans, the researcher identified the need for insight into the iGeneration. From a psychological perspective, parents (caregivers), parenting styles, and a child’s family (primary care) environment has significant psychosocial influence in a bidirectional manner on both the child and their familial (primary care) relationships (Erikson, 1968). Recognizing the broad base from which this research needed to be explored, the researcher proposed a research study aimed at exploring and describing parents’ perceptions of their adolescent children’s Internet use.

An explorative and descriptive design with an interpretive paradigm was used throughout the research process with emphasis on the qualitative concepts of self-reflexivity, context, and thick description (Tracy, 2013). The qualitative processes are further enhanced by the interpretive paradigm concepts of verstehen, social construction, and hermeneutics.

Participants were selected using a non-probability, purposive sampling method. Participants who met the inclusion criteria (through the use of a biographical questionnaire) were interviewed using face-to-face, semi-structured interviews. In order for the present researcher to provide a thick description of and gain insight into the context of the participants, the face-to-face interviews were arranged in an environment most suitable for the participant. Tesch’s (1990) eight steps of qualitative data analysis to identify a category, themes and sub-themes from the data. Of importance to the present researcher were the four sub-criteria of the main criterion of credibility, as described by Tracy (2010). Thick description, triangulation, multivocality, and member reflections were highlighted by the researcher throughout the qualitative research process. The present researcher strove to present not only a thick description of the participants, their perceptions, and parenting Internet mediation techniques but also of the body of research and literature relevant to the present study.

5. Findings and Discussion

The findings were presented according to the main category, themes, and sub-themes that emerged from the semi-structured interviews with the participants. The findings highlighted the parents’ perceptions of their adolescent children’s Internet use and describe the mediation strategies they employed with their children regarding Internet use.
The first main theme that emerged was the experiences of parents, related to their adolescent children’s Internet use. Within this theme, two sub-themes were identified, namely the positive and the negative experiences of online use. Participants perceived the Internet as an important and necessary part of their children’s academic tools due to the vastness of information accessible on the Internet and the convenience of having access whenever required. When the children were younger, most participants assisted with the use of the Internet for academic purposes. However, as the children matured, most participants perceived an increasing degree of independence and autonomy with regards to Internet use, including a proficiency at finding information for academic tasks. With regards to social networking, participants recognized the benefits of online communication, specifically through social media and in particular interfamilial communication. Participants perceived a higher degree of current pragmatic contact with their children than before, with for instance arranging extra-mural activities. However, this aspect of Internet use also featured heavily in the perceived negative aspects of Internet use.

Some participants perceived social media as a contributor to disconnection in family activities. One participant, in particular, identified the pressure of needing to be ‘always on’, and she perceived this as an aspect of social networking that may cause emotional stress. Some participants described the negative aspects of Internet use for activities such as online gaming and as with social media, could facilitate contact with strangers online. The risk of exposure to inappropriate content and behaviour online by their adolescent children was perceived as the most negative aspect of Internet use by the participants. Participants related their understanding of the permanence of content online and how this could have detrimental effects for their adolescent children. Participants further perceived the negative aspects of the Internet mostly with concern about strangers or peers exposing their children to inappropriate material or interactions online. They also recognized that undesirable content was available on the Internet. Although they perceived their own adolescent children’s behaviour as a possible risk, participants expressed varying degrees of trust in the responsibility of their adolescent children, and belief that the bidirectional communication channels of their parent-child relationships would buffer risky online behaviour. All participants could be described as both supporters and critics of Internet use for their adolescent children.

The second theme identified from the analysis process was observations by participants, of their adolescent children’s Internet use. Three sub-themes emerged namely behavioural changes, gender, and general observations. The observations participants reported were based on their perceptions of their adolescent children’s online use, and therefore adolescent psychosocial development was considered by the researcher but limited to a brief inclusion in the findings, as understanding what behaviour the participants attributed to Internet use was relevant and part of the objectives of the study. Amongst behavioural changes that participants observed, were the changes in face-to-face social interaction by the adolescents as they matured. At a younger age participants reported that their children appeared to be more enticed to use technology while in the social company of their peers, whereas as they matured their desire for face-to-face interaction appears to have
strengthened. However, one of the participants observed that her eldest child displayed a preference for spending time in her room, alone, when at home. The participant attributed this behaviour to the adolescent having access to the Internet in her room, and that she could watch or do what she preferred opposed to sharing TV watching time with the family. Another participant observed and attributed a change in her youngest child’s emotional state after exposure to Internet use. The participant reported an increased level of agitation and aggression in her child after Internet use (mostly gaming) and the participant describes the behaviour as dissipating soon after access to the Internet was removed.

Most of the participants discussed observing differences in Internet use between their male and female children. Participants perceived their female adolescent children as more focussed on academic tasks and social networking, while their male adolescent children made use of the Internet for academic tasks but appeared less adept, possibly through a lack of interest, at digital technology use and more likely to utilize the Internet for gaming purposes, or not at all and participate in other activities. One of the participants, with same gender children, mentioned observing a difference in use patterns between her two children. The participant attributed the differences to age, maturity, and identity development.

In general, participants observed that their iGeneration adolescent children did not always prefer digital technology to paper based, for instance, text books. Participants also observed how access to social media and the Internet has allowed their children to be creative in another medium. Some participants described observations of how their adolescent children chose to resolve conflict in a face-to-face situation versus online, and how their children recognize risky online behaviour by their peers. Most of the observations described in this sub-theme stem from a base of generational difference. This suggests that participants born in Generation X perceive that adolescents from the iGeneration will prefer all interaction, communication, and information to be digital.

The third theme identified is the parenting methods used by participants to mediate their adolescent children’s Internet use. The first sub-theme described parental interaction. All participants described open dialogue with their adolescent children regarding Internet use, activity, and behaviour. All participants indicated that this type of communication was established for all aspects of the parent-child relationship, and existed before the children gained access to the Internet. Therefore, it is an extension of existing behaviour and communication patterns. In describing how they discussed social media and the Internet within their families, participants reported a variation in approaches with regards to the individual needs of their children. The individual differences between their children influenced the need and frequency of formal conversations about online use and behaviour. All participants utilized direct monitoring of their adolescent children’s Internet activity by viewing online activity and checking devices, but the frequency and intensity varied amongst participants. Participants indicated a decrease in direct monitoring as their adolescent children matured. Some participants highlighted the interactive use of the
Internet with their children, for instance, browsing YouTube together to watch videos, playing online games together, or assisting with homework tasks by guiding Internet searches, particularly if the topic may potentially lead to inappropriate search responses on the Internet. Participants indicated that they used the removal of digital devices as a discipline technique.

In addition to direct monitoring, most of the participants practice restrictive mediation, whereby Internet access is permitted at specified times and amounts at home. All participants observed the challenge as parents, to allow online access and develop trust in their adolescent children, but included that they understood the necessity for the development of independence, responsibility, and autonomy.

The second sub-theme that emerged from the data was that all participants had a rule about having access to their adolescent children’s digital devices and passwords for applications and websites. This permitted the participants to implement further rules regarding their adolescent children’s online activity. Most of the participants did not permit their children to have contacts on their devices that were people that their children did not know from face-to-face relationships. This extended to online gaming too. In addition, participants extended the rule to include no online contacts that were of an older age. Some participants had rules regarding which social networking sites their children were permitted to use. Some participants had specific rules, customized to their family, including no digital devices used during car trips, no online purchases without parental assistance, and no Internet use during the week, only on weekends.

The final sub-theme of this section focussed on the limits that participants set on their adolescent children’s Internet use. These limits were more flexible than the rules and participants observed that the limits changed more over time than the rules. Some of the limits were physical, such as placement of a computer in a family living space, or a limit on data for use in a month. Participants also reflected on what would be a likely catalyst for a change in the parental methods used at present. Participants identified events that had the potential to cause physical or emotional harm to their adolescent children such as cyberbullying, abduction or high-risk Internet use.

The penultimate theme that emerged from the data concerned the risks of Internet use. These included concerns that participants had due to their perceptions of the Internet and information from other sources including the media and first-hand accounts. Participants expressed concerns about the legal consequences of risky online behaviour and the impact such behaviour could have on their children. Participants expressed concern about cyberbullying and, one participant described her concern about disturbances of adolescent sleep patterns.

The final theme identified from the data was collectively interpreted as the personal opinions of the participants. Opinions are important to the study as they are informed from the perceptions of the participants regarding their adolescent children’s Internet use. Participant’s opinions included the ability to use digital communication to connect with family members in distant places, the pressure of
modern life, and digital technology’s positive and negative role. One participant, who has two male gender children, expressed the opinion that if she had female children, she would most likely be stricter and more conservative. The opinions that dominated this theme were about the lack of control participants felt about the Internet and in response, their opinions on understanding that because they have limited control online they have to develop the pragmatic sense that they have done what they can to protect and continue protecting their children.

6. Strengths of the present study

The study allowed for several strengths of the research process to be identified. An identified strength was the use of an explorative and descriptive design with an interpretive paradigm. The broad nature of the topic was particularly suitable to an explorative design, even though objectives of the research study were identified, the participants and the researcher were able to explore perceptions openly through the use of semi-structured interviews. This style of interviewing allowed the participants to freely discuss the open-ended questions asked by the researcher. Participants provided rich descriptions of their perceptions regarding their adolescent children’s Internet use, and due to the nature of the interview, the participants and the researcher were able to converse in a manner that allowed for the participant’s voice to be clearly expressed in the data.

Following the explorative nature of the design, the descriptive process integrated with the qualitative concepts of context, self-reflexivity, and thick description. The use of Tracy (2010) criterion of credibility with the four sub-criteria of thick description, triangulation, multivocality, and member reflections also guided the researcher in the research process, encouraging the provision of a thick description, requiring the use of self-reflection to gain insight and understanding into the contextual world of the participants and using the resources available to the researcher through access to literature, research, and a research supervisor.

The interpretive paradigm required the researcher to integrate the concepts of verstehen, social construction, and hermeneutics. The researcher attempted to gain insight into the participants’ context. This permitted the researcher to empathically interpret the participants’ perceptions and describe the participants’ reality as constructed from their personal experience, perceptions, and context. The researcher’s use of numerous sources of literature and information, including her own professional experience as a researcher of cyber psychology to provide a holistic interpretation of the data, was another strength.

Finally, the researcher’s training and experience as a registered counsellor and a clinical psychologist intern are a strength of this study. Training in an institution which requires a constant awareness and adherence to ethical practice, encourages evidence-based integrative techniques, which places an emphasis on the training of self-reflection, and requires a holistic approach to psychology benefitted the
researcher throughout the research process as the qualitative research process is enhanced by these skills.

7. Limitations of the study

While some aspects of this research are considered strengths of this study, limitations have also been identified. The first limitation was related to the sampling method used to identify potential participants. The nature of snowball sampling results in not all individuals in a population being offered the same opportunity to form part of the research sample (Lund Research Ltd., 2012). This sampling method resulted in a homogenous sample of participants with similar demographics. The study was conducted in Port Elizabeth, in the Nelson Mandela Metropolitan area of the Eastern Cape. Five participants were interviewed. All participants were white, adult females, who spoke English as one of their primary languages. Due to this demographic representation the researcher acknowledges that this sample only represents a partial sub-group of persons in South Africa that could meet the inclusion criteria of the study and consequently, there is a possibility that the sample of participants in the study did not accurately represent the total population.

The researcher was unwilling to comment on the possible parenting styles of the participants interviewed due to the lack of collateral information, limited interview time (one face-to-face session), and the researcher’s inability to provide an objective perspective due to the nature of the researcher’s role during the qualitative research process. Identifying the parenting styles of participants would have added a layer of perspective to the descriptive and interpretive process. This is a limitation, however, the parental styles of participants was not an objective of the study, it would have informed an aspect of the second objective of identifying mediation techniques used by parents to manage their adolescent children’s Internet use.

Research into the topic of cyber psychology is unpredictably complex as international research has been conducted into this field for more than a decade. However, due to the incredibly fast-paced growth and change of the Internet, research conducted ten years ago may be considerably outdated as the focus may have been on the use of outdated digital technology. The massive growth in popularity of social networking has presented many diverse research questions that are different from research conducted on Internet use before the creation of sites such as YouTube (2005), Instagram (2010), and Facebook (2004). Although some research remains very relevant, regardless of age, the rate at which the Internet and therefore, its users change, is seen as a limitation when searching for literature and information. Furthermore, journal articles are expensive due to a majority of the articles being controlled by large international publication companies. Most of these companies require payment for the researcher to access the article for a restricted period. With the exchange rate of the South African Rand the researcher found this a limitation to the access of certain peer-reviewed articles.
8. Recommendations

To the researcher’s knowledge, this study is one of the few studies focussing on parental perceptions of Internet use in South Africa. From the initial proposal of this research topic, the researcher aimed at conducting a broad research study that would highlight areas of need or interest for future research. This research study can be replicated in different contexts, with varied samples of participants to produce findings that may be more generalizable to the South African population. By including a measure of parenting styles, the understanding of parental mediation techniques may be improved.

It is recommended that future research studies include the perceptions of the adolescent users of the Internet in order to integrate the findings from the parents’ perceptions with that of adolescents Internet users. This will allow for the identification of discrepancies between the reports of parents and adolescents with regards to Internet use, experiences, and management. Furthermore, the researcher recommends research specifically aimed at exploring the possible effects of sleep disturbance due to the use of social networking or the Internet, and how this may impact upon adolescent mood regulation and academic performance.

Education of parents regarding the Internet is of utmost importance. Caskey (2003) reported that parents who previously reported apprehension about their ability to monitor and mediate the adolescent children’s Internet use and who have negative attitudes towards technology and the Internet found that with exposure to, and involvement with, education programmes developed for parents, benefited from interaction with their children and had a more positive perception of the Internet. Therefore, the researcher’s final recommendation is the development of a psychoeducation program aimed at providing information to parents and adolescents, relevant to a South African context and focussing on cyber citizenship and the consequences of risky online behaviour. The researcher recommends workshops of smaller groups of individuals, developed in an interactive manner.

9. Conclusions

The study attempted to provide a rich, descriptive interpretation of parents’ perceptions of their adolescent children’s Internet use. This qualitative, exploratory, descriptive study incorporated an interpretive paradigm and made use of snowball sampling. Data was gathered using face-to-face, semi-structured interviews and analysed using Tesch’s (1990) eight steps of qualitative data analysis.

The aim of this study was to explore and describe parents’ perceptions of their children’s Internet use to gain insight and understanding of how parents perceive the Internet including the benefits, risks, and dangers. Further, the aim was to identify mediation techniques used by parents to manage their adolescent children’s Internet use. Themes that emerged from the data analysis included parental perceptions,
observations, parenting methods, concern, and opinions, and provided valuable insight into how parents perceive their adolescent children’s Internet use and how they manage and mediate their children’s Internet access.

With the study, it was the researcher’s intention to tell the stories of the participants, allowing their voices to be heard in a scientific context, integrated with contributions from other users and researchers of the Internet. Although this present study does have its limitations, it is the goal of the researcher to use the findings to inform educational needs and develop psychoeducation programmes that may assist parents and children to become productive cyber citizens.
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Abstract

Individuals utilise social networking sites (SNSs) such as Facebook and twitter to communicate with romantic partners and maintain relationships. SNSs also enable users to gain a better understanding of the self, develop meaningful relationships with others, share personal experiences, and utilise SNSs as a means of social support. Making use of social media could therefore also play a role in coping with relationship dissolution. The aim of the present study was to create a rich description of the role of social media in coping with relationship dissolution. The study was both qualitative and phenomenological and participants were purposively sampled. Unstructured, in-depth interviews were used to collect the data which was thematically analysed. Many polarities were found regarding the role of social media in coping with relationship dissolution. Specifically, social media was found to be both advantageous and disadvantageous in coping with relationship dissolution.
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1. Introduction

Romantic relationships can have powerful effects on individuals’ psychological and physical well-being. The termination of romantic relationships, in particular, may be associated with various negative effects (Rhoades, Kamp Dush, Atkins, Stanley & Markman, 2011). What individuals do in order to manage and cope with the distress and changes brought on by relationship dissolution was a broader focus of this study. More specifically, the authors were interested in better understanding how individuals make use of social media and social networking in order to cope with relationship dissolution.

In recent years, using social networking sites (SNSs), such as Facebook, MySpace and Twitter, have become a daily occurrence. According to previous research, SNSs play a significant role in coping in general and, more specifically, in relationship
dissolution (Bevan, Pfyl & Barclay, 2012; Marshall, 2012; Pennington, 2013; Sauti, 2012; Tong, 2013). It is therefore likely that individuals who have experienced relationship dissolution may utilise SNSs to better cope with the effects of relationship dissolution. To the authors’ knowledge, no other research to date has specifically explored this phenomenon, making the present research important in its contribution to the understanding of how social media can aid or hamper coping behaviour for individuals who have experienced relationship dissolution.

The Stress and Coping Theory

According to the Stress and Coping Theory (the primary theoretical framework of the present study), stress is a mutually reciprocal relationship between the individual and the environment (Folkman, Lazarus, Gruen & DeLongis, 1986), characterised by a subjective appraisal of it taxing and exceeding the individual’s recourses (Lazarus & Folkman, 1984). The process of coping involves two functions: dealing with the problem when the situation can be changed (problem-focused coping), and regulating emotion when the situation cannot be changed (emotion-focused coping) (Folkman et al., 1986; Lazarus, 1993; Lazarus & Folkman, 1984). Both problem and emotion-focused coping are typically used in any given stressful encounter (Folkman et al., 1986; Lazarus & Folkman, 1984). However, when considering a stressful situation that extends over a longer period of time, coping may occur sequentially where emotion-focused coping occurs immediately after the event and is then gradually replaced with more problem-focused strategies (Lazarus & Folkman, 1984). In terms of the present study, relationship dissolution can be explained as the stressful relationship between the individual and the environment which is appraised as both taxing and posing a threat to the individual’s well-being. A reaction to this stressful situation is mediated by cognitive appraisal and therefore a coping option is selected in order to manage the situation. This process results in change – either change in the romantic relationship dissolution (problem-focused coping) or change in the appraisal of the romantic relationship dissolution (emotion-focused coping).

The online self

In order to appreciate coping in the context of an online environment, it is important to distinguish between the online self and the offline self. The online self consists of multiple selves in potentially numerous SNSs, constructed in order to project a new sense of self (cyber-self) to the online community, freed from ‘offline’ social norms and expectations (Robinson, 2007). The cyber-self is regarded as both the subject and the object of interaction with the generalised other (the perceived or imagined audience when using SNSs) (Robinson). Identity construction and impression management are therefore also important when constructing the cyber-self (Pempek, Yermolayeva & Calvert, 2009). In choosing how to manage the generalised audience’s impression, users are more likely to disclose positive experiences on SNSs, in order to create a better impression of their emotional well-being (Qiu, Lin, Leung, & Tov, 2012; Wilson, Gosling & Graham, 2012). These factors have significant implications for the way individuals affected by relationship dissolution
may use SNSs. For example, with the ex-partner in mind as the imagined audience, the individual may update their profile picture in such a way as to create the impression that he/she is coping well with relationship dissolution.

**Literature review**

There has been little research focus on the use of SNSs in coping with relationship dissolution; however previous research suggests that SNS usage may assist in coping when a loved one has passed on (Pennington, 2013). Other research indicates that motivating factors for using SNSs also have an effect on stress and general well-being (Teppers, Luyckx, Klimstra, & Goossens, 2013; Tong, 2013; Wilson et al., 2012; Wright, 2012). However, these factors only imply their usefulness with regards to coping in general. Such implications are also demonstrated in research that suggests how SNSs might be specifically useful in coping with relationship dissolution. For example, surveillance and information-seeking behaviours related to the ex-partner may decrease feelings of attraction and longing for the ex-partner (Marshall, 2012) which could assist in overall coping. Furthermore, research indicates that some individuals choose to cut all ties with an ex-partner on SNSs during and after a breakup (Tong), and it is possible that ‘unfriending’ or deleting an ex-partner off SNSs may be a way for the individual to engage in avoidance coping, as the ultimate act of severing ties and finding closure (Bevan, Ang & Fears, 2014). ‘Unfriending’ may also have implications for impression management and constructing the desired identity after relationship dissolution, such as by changing the relationship status on Facebook to inform the imagined audience. However, revealing or finding this type of information in such a public manner may lead to public scrutiny, jealousy and suspicion (Fox, Osborn & Warber, 2014; Marshall, Benjanyan & Di Castro, 2013).

2. **Research Aim**

The aim of the present study was to create a rich description of the role of social media in coping with relationship dissolution.

3. **Research Methods**

In order to gain a comprehensive understanding of the role of social media in coping with romantic relationship dissolution, a qualitative research approach was chosen. More specifically, an interpretive phenomenological design was employed in order to collect and analyse the data so that participants’ subjective, lived experiences of the role of social media in coping with relationship dissolution could be described. Using this approach resulted in the findings about the essence of the phenomenon, which was translated into rich descriptions of the phenomenon.

**Participants**

Participants were obtained by means of purposive sampling and were recruited by an advertisement placed in a local newspaper. Inclusion criteria were that participants
must be 18 years or older; and they must have experienced the dissolution of a
romantic relationship, caused by either themselves or their partner, in the last 12
months. Since the interviews were face to face interviews, the participants had to
reside within the local metro pole.

Instruments

Data was obtained through individual, in-depth, unstructured interviews in order to
allow participants to describe their subjective, lived experience of the phenomena
being studied (Englander, 2012). This is in line with the phenomenological nature of
the study.

Procedure

Once inclusion criteria were verified, suitable participants were given an information
letter informing them of the nature of the study, confidentiality issues and other
issues pertaining to the research. Thereafter, an interview date and time was
established with each participant. At the outset of each interview, a biographical
questionnaire and consent form was completed by participants. After establishing
rapport with the participants, an initial open-ended phrase was posed. The researcher
thereafter probed in order to elicit specific descriptions of the experiences mentioned.
The interviews were recorded using an audio recording device. Once the interviews
were completed and data saturation reached, the recordings were transcribed
verbatim by an independent transcriber. The transcribed interviews were then
analysed according to phenomenological principles. Specifically, the method of
thematic data analysis was utilised. Upon completion of the research study, each
participant received a summary of the findings.

Data analysis

Once the data was collected from the interviewing process and transcribed verbatim,
Braun and Clarke’s (2006) method of thematic data analysis was used to categorise
the data into codes and themes. Thematic analysis is a method utilised in order to
identify, analyse and report themes within data (Braun & Clarke). In the present
research, the phenomenon that was focussed on was the role of social media in
coping with relationship dissolution. The aim of data analysis was to provide rich
descriptions of the participants’ subjective, lived experiences of this phenomenon.
Six phases of thematic analysis were followed: becoming familiar with the data,
generating the initial codes, collating different codes into potential themes or
patterns, reviewing these themes, clearly defining and naming the various themes,
and producing a report of the analysis. Vivid and compelling extract examples were
selected and analysed, and the analysis was related back to the research question and
literature (Braun & Clarke).

Ethical considerations
Ethical principles employed in the research included the following: institutional approval from the relevant tertiary institution, maintaining researcher integrity and competence, ensuring the exclusion of researcher bias, trustworthiness of analysis and findings, informed consent, confidentiality, and ethical dissemination of results.

4. Findings and Discussion

Two prominent main themes emerged from the data: advantages of social media use in coping with relationship dissolution and the disadvantages of social media use in coping with relationship dissolution. These themes and their subthemes were based on all participants’ statements. Each of these themes and their corresponding subthemes will be discussed below.

4.1.1. Advantages of social media use.

A major theme that emerged was the advantages of using SNSs in coping with relationship dissolution. Within this theme the following five subthemes were identified: the role of social media in providing social support; social media as a source of comfort and inspiration; the role of impression management in coping with relationship dissolution; the role of social media as a distraction tool; and SNSs’ usefulness in the short term.

The role of social media in providing social support. Participants reported that the use of SNSs enhanced existing offline relationships and social support. For example, Participant 1 reported that: “Instead of phoning your parents or your sister to cope... you will post it on Facebook”” This finding was consistent with research studies emphasising the role of SNS’s in providing social support (Nabi, Prestin & So, 2013; Wright, 2012). Participants also found that, by being able to see what is happening in others’ lives, Facebook use can increase connectedness to friends which may, in turn, increase perceptions of social support. This subtheme finding is in accordance with research by Nabi et al. that suggests that the public nature of social media (particularly Facebook) is related to perceived social support. This finding would also reflect the emotion-focused coping strategy of emotional social support (Lazarus & Folkman, 1984).

Social media as a source of comfort and inspiration. Related to social support, participants experienced Facebook as a source of comfort and inspiration, especially as a result of seeing others experiencing similar situations. As an example of this, Participant 1 stated:

Where positive quotes... you know it doesn’t necessarily have to be their quotes but like there are positive quotes that people put on Facebook... You know like, if anyone’s going through a tough time they put positive quotes and you look at it and you think, ‘oh okay, you know, I’ve gone through such a situation,’ and ja... that helped me cope.
This finding is consistent with that of Sauti (2012) who suggests that merely returning to using SNSs after a breakup may result in a sense of comfort and healing. Sharing an experience such as relationship dissolution with someone who is going through a similar situation can also result in perceptions of emotional support (Wright, 2012).

*The role of impression management in coping with relationship dissolution.* Another form of emotional coping was the creating of a positive online self. More specifically, posting positive images of oneself may enhance well-being. Participant 3 states in this regard:

So if you are like ja I’m feeling good so I’m going to post a good picture of myself or whatever like it does help to … um … feel better about yourself [okay] rather than be like oh poor me, you know?

It can be seen that impression management of the user’s online profile in this way (i.e., portraying a positive image) may be specifically geared towards lessening the emotional distress associated with the relationship dissolution, without altering its meaning (Folkman & Lazarus, 1984). Instead, Participant 3 positively reappraised the meaning associated with her profile, by posting positive images of herself. This, in turn, had a positive emotional effect on her well-being, which makes this a type of adaptive coping.

*The role of social media as a distraction tool.* SNSs, specifically Facebook, were also found to be a good distraction tool in coping with relationship dissolution. For instance, Participant 3 stated: “What it does to you is it does help you to get your mind off things …..it can be a way of getting your mind shifting your focus onto something else.” This is related to avoidance and emotion-focussed coping where emotions are regulated when the situation cannot be changed (Lazarus & Folkman, 1984). Furthermore, participants regarded Facebook use as an emotional outlet for emotions experienced as a result of the relationship dissolution, and as a way to indirectly address the ex-partner as illustrated by a comment of Participant 4: “I would go on Facebook type of thing... send statuses like ‘I miss you’... not directly to her but just as a status.”

*SNSs usefulness in the short term.* Although still considered emotion-focussed coping strategies by Lazarus (1993) expressing emotion and indirectly communicating with the ex-partner may be helpful, especially in the short-term. Such implications are also demonstrated in this subtheme, that using social media in general may be helpful in the short-term. For example, Participant 3 stated: “I think it’s a short-term coping mechanism… it helps you to cope now or whatever... it’s like ‘okay cool I feel better about me.” According to two participants, Facebook offered a unique connection with the ex-partner. Marshall et al. (2013) suggest that remaining in contact with an ex-partner may result in a sense of satisfaction and connection with the ex-partner which could be beneficial in the short term. This may be part of a reappraisal process where emotion-focussed coping strategies are used.
4.1.2. Disadvantages of social media use

Participants also found that there were disadvantages to using SNSs during and after relationship dissolution. Within this second major theme the following two subthemes were identified: social media use interferes with moving on and the negative effects of personal disclosure on Facebook.

Social media use interferes with moving on. Participants found that the use of SNSs interferes with moving on and letting go of a relationship mainly due to surveillance of the ex-partner’s social media profiles. The following extract from Participant 4 demonstrates this notion: “I just found myself going on a – on her BBM profile picture or statuses on WhatsApp and Facebook to see how she is doing and all that.” Online stalking or lurking behaviour is not unusual for SNS users, and may be found in users who are affected by relationship dissolution, especially since such behaviour helps fill the void left by the ex-partner (Darvell, Walsh, & White 2011; Tong, 2013). However, online surveillance behaviour of an ex-partner after a breakup may lead to increased levels of distress and negative emotions such as sadness, hurt, frustration, false hope, increased loneliness and being apprehensive (Darvell et al; Tong). These findings further relate to literature suggesting that surveillance behaviour may be associated with jealousy (Marshall et al., 2013), sadness, hurt and frustration (Tong) and increased loneliness (Wilson et al., 2012). Furthermore, Facebook use may prevent individuals from moving on and having a clean break after relationship dissolution, possibly due to online reminders of the ex-partner (such as photos and status updates). According to Marshall (2012) and Tong, staying connected with an ex-partner on SNS may be negatively associated with personal growth.

Another factor that prevented participants from moving on was their awareness that their ex-partners could see their updates. Participants consequently adjusted their online behaviour by keeping the ex-partner in mind. Participant 2 stated in this regard:

Like I will update my WhatsApp more than I update my Facebook. Because I suppose I know that he can see what’s happening on my WhatsApp...well just I change it more frequently because I kind of want him to directly see that.

By means of impression management, a SNS user therefore constructs a new online identity that is in line with the imagined expectations the user perceives someone else to have when looking at their profile (Robinson).

Related to the impression management that SNS users may engage in in order to attract the ex-partner’s attention is the fact that users mostly seek to create a positive impression. This can be done by posting pictures and status updates that portray a positive and happy image of the self. Participants in the present study had some awareness of constructing a positive online identity, as can be seen by the following comment from Participant 1: “Just to let them know that I’m doing alright and coping.” This is consistent with findings that users are more likely to disclose
positive experiences on their SNSs in order to create a good impression of their emotional well-being (Qiu et al., 2012; Wilson et al., 2012).

**Negative effects of personal disclosure on Facebook.** Participants found that personal disclosure on a specific SNS, namely Facebook, was negative mainly due to the public nature of the platform lending itself to creating a certain impression of the Facebook user. Since positive online impression seems to be of importance to SNS users (Qiu et al., 2012; Wilson et al., 2012), disclosing negative information on Facebook, such as information regarding relationship dissolution, may result in a negative impression. According to the participants in the present study Facebook is not to be used to disclose personal aspects of relationship dissolution publicly as suggested by the comment of Participant 3:

*You have to realise that, like so whatever you’re posting on Facebook is seen by, you know 800 people, or however many friends you have... you are publicly telling everyone... and that does have repercussions on the way that people think of you and your public image.*

In line with this finding, Fox et al. (2014) suggest that information on SNSs after relationship dissolution may lead to public scrutiny and aggravated distress.

**Facebook may restrict seeking offline social contact.** As much as SNSs use may enhance offline relationships, the use of Facebook seems to prevent individuals from seeking this social support as illustrated in the comment of Participant 2:

*If Facebook wasn’t there maybe then it would have forced me to like go and spend time with my friends or something... which would probably been better, because I was just sitting by myself... and just being sad and lonely.*

A possible reason for not seeking offline social support might be the illusion of SNSs providing support or sense of contact. Participant 2 later alluded:

*So Facebook was just one thing that I could do and it kind of gives the illusion of social contact I suppose... which is what I was wanting... but it’s still an illusion of a connection because it’s not the real person... it’s not as strong a connection.*

### 5. Conclusion

Many polarities exist regarding the role of social media in coping with relationship dissolution. SNS use is both complex and ambiguous. For example, in the present study participants were in agreement that SNSs provide perceived social support. However, it was also reported that SNSs inhibited participants from seeking offline support. Another example of ambiguity relates to the ex-partner’s use of SNSs. Participants valued the sense of connectedness that Facebook provides, but at the
same time felt that it prevented them from moving on and letting go. Both these examples could relate to the timeframe post relationship dissolution when using SNSs. The present results suggest that using SNSs as a coping strategy is more adaptive in the short-term, but that it may result in maladaptive coping in the long-term. Finally, based on the findings related to the role of social media in offering emotion-focussed coping strategies, it emerged that it is possible that problem-focussed coping strategies can be beneficial in terms of social media use and coping with relationship dissolution. Future research may allow for a better understanding of how helpful problem-focussed coping strategies are in using social media after relationship dissolution.
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Abstract

The influence of the Internet and Computer Mediated Communication (CMC) on the ways in which individuals with different personality traits present themselves, has been brought into question increasingly as modern life requires more and more of an enmeshment with technology in everyday life. The presentation of the self on Facebook has been the focus of recent research, delivering results that vary and sometimes contradict common ideas of the effects of individuals’ interaction via technology, especially in terms of how personality traits, as determined by the Five-factor model, impact upon self-presentation. A systematic review of the available literature was conducted, in order to bring about a consolidated description of the literature on the impact of personality traits on Facebook self-presentation. From 37 studies, the review found the motivation for Facebook use to be a mediating factor in the relationship between personality traits. Each personality trait in the Five-factor model impacts upon Facebook use, self-generated content, other-generated content, and the nature of the individual’s self-disclosure in varied ways. Due to visible cues on users’ profiles, some personality traits can be accurately detected by observers. The complexity and interrelatedness of variables involved in this relationship is highlighted by the findings of this review.
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1. Introduction

Computer Mediated Communication appears to be enmeshed with modern daily living and this brings into question how individuals make use of the tools used for communication and self-presentation purposes. The recent research that has as its focus the self-presentation of individuals in terms of their personality traits, considers a variety of variables involved and delivers conflicting results.

Current research on the topic involves quantitative as well as qualitative studies on the phenomena evident in online interaction, as well as the impact thereof upon image-management (Lang 2012; Lee et al. 2014; Robinson 2007; Rui & Stefanone 2013). Many of these studies focus on self-presentation on specific Social
Networking Sites (SNS) such as Facebook (e.g., Amichai-Hamburger & Vinitzky, 2010; Gosling, et al., 2011; Mehdizadeh, 2010; Moore & McElroy, 2012; Ong, et al., 2011 Ross, et al., 2009). Self-presentation, specifically on Facebook, has been studied from various perspectives and was found to be impacted upon by the personality traits of the individuals who make use of the social networking site. The current body of knowledge does not give a conclusive account of this relationship, due to its vast and broad nature. To improve the understanding of the interaction between the variables involved, the present review aimed to explore and describe personality traits and self-presentation on Facebook, by making use of a systematic review of the studies available at present.

Personality Traits were conceptualised in this review by making use of the Five-Factor model, including the five main personality traits: Neuroticism (N), Extraversion (E), Openness to Experience (O), Agreeableness (A), and Conscientiousness (C) (Costa & McCrae 2010). These traits have been found to have significant relationships with certain variables in relation to Self-presentation. This concept is described by Goffman’s Dramaturgical model as an act within which a performer makes use of interactional tools at his disposal to create a representation of himself for his audience to respond to (Goffman 1990). Facebook may be considered to be one such an interactional tool. This cyber environment provides a new setting for interaction, and so self-presentation, to take place. With a new setting, new perspectives may be formed in terms of dynamics and methods for self-presentation. The particular characteristics of the environment may play a role when users choose how they wish to present themselves, and may also have an unconscious effect on how representations are perceived by other users.

However, as with face-to-face interaction, motivation for self-presentation and methods used to represent the self can be impacted upon by an individual’s personality (Goffman 1990). Due to the complex interaction between specific variables, and the fact that different personality traits impact upon these variables in different ways, a systematic approach had to be adhered to.

2. Methodology

The research design chosen was a systematic review to answer the research question: How does personality impact upon the self-presentation of individuals on Facebook? Sub questions were included for each of the five personality traits included in the study. An initial database search based on relevant keywords delivered 469 records on 7 August 2015. Databases that were searched on the EBSCOHost online referencing system included Academic Search Complete, Communication and Mass Media Complete, MasterFile Premier, PsychInfo, as well as the EBSCOHost eBook Collection and E-Journals section. Furthermore, additional resources were found by searching the following databases: Taylor & Francis Online, ScienceDirect, and SAGE. By screening and checking for eligibility by inclusion criteria, the sample that was reviewed consisted of 37 studies. Accepted studies were required to include content on self-presentation in relation to the Five-factor model of personality traits in the context of Facebook only. No other personality traits or social media platforms were included. Both quantitative and qualitative studies were accepted into the
review, as well as available reviews. A strictly systematic approach was followed in order to ensure the usefulness of the presentation of the data (Wardlaw 2010). The process followed guidelines suggested by Hemingway and Brereton (2009) and required of the data to be extracted and assessed, after which the results were combined and thematic analysis was utilised to describe current available knowledge. The results were then placed into context to describe the impact of each of the personality traits on the self-presentation of individuals on Facebook, before conclusions could be drawn to address the main research question:

How do personality traits impact upon the way in which individuals self-present on Facebook?

Due to the specific inclusion criteria which was applied to all of the results in this review, all 37 articles contain relevant data regarding the main aim of the review, that is, to explore and describe how personality traits impact upon the way in which individuals self-present on Facebook by means of a systematic review. To address the sub-objectives, studies were grouped into categories (Petticrew & Roberts 2006), and so each personality trait was considered separately. All but one of the included articles provided data on Extraversion (n=36). The majority of the included articles provided data on Neuroticism (n=34), and Agreeableness (n=35). Fewer of the articles provided data on Openness to Experience (n=20) and Conscientiousness (n=19). All the articles were published in English between 2008 and 2015. Quantitative studies (n=32) and Qualitative studies (n=3) were included, as well as reviews (n=2).

3. Findings

Emergent themes from the review gave an indication of the intricacies and complexities that are implicit in the interaction between variables involved in Facebook self-presentation. These included the motivations for why individuals may use Facebook, how frequently and much how they use Facebook, and the content that is published on Facebook by users and their contacts. The nature of self-disclosure was also considered, as well as the accuracy with which a user's audience could detect their personality traits by use of only Facebook content. The findings that follow are addressed for each of these themes, with specific mention of the Five-factor personality traits.

3.1 Motivation for Facebook use

The motivations that guide the use of Facebook appear to impact upon individuals’ self-presentation, while personality traits have both a direct and indirect influence, as suggested by Figure 1.
Table 1 represents the findings of the review in terms of the motivations for Facebook use and how personality traits play a role in this interaction. Those higher in Neuroticism appeared to make use of Facebook for self-presentational purposes (Błachnio et al. 2013; Ross et al. 2009; Seidman 2013) among 97 students in Southwestern Ontario, as well as meeting the need for belongingness in a study of 301 individuals (Hollenbaugh & Ferris 2015). The upward arrow in the table indicates the positive relationship between the trait of Neuroticism and the Need for self-presentation, while a downward arrow represents a negative relationship between traits. For the trait of Extraversion, those with higher levels were found to engage in self-exploratory and communicative behaviours online, motivated by both the need to self-present and the need for belongingness (Michikyan et al. 2014; Seidman 2013). However, the reasons why more introverted or extraverted individuals use Facebook gave rise to a zero correlation found in relation to using Facebook for socialization purposes in a sample of 804 Facebook users (Bodroža & Jovanović 2015). They suggest that more introverted individuals may use Facebook because it feels safer than intense social situations, while extraverted individuals may be motivated to meet new people and socialize.

<table>
<thead>
<tr>
<th></th>
<th>N</th>
<th>E</th>
<th>O</th>
<th>A</th>
<th>C</th>
</tr>
</thead>
<tbody>
<tr>
<td>Need for Self-presentation</td>
<td>↑</td>
<td>↑</td>
<td>↑</td>
<td>↑</td>
<td>↓</td>
</tr>
<tr>
<td>Need for Belongingness</td>
<td>↑</td>
<td>↑</td>
<td>↓</td>
<td>↑</td>
<td>↓</td>
</tr>
</tbody>
</table>

**Table 1: Relationship between personality traits and Motivations for Facebook use**

Openness to Experience was indicative of self-presentational uses of Facebook in 233 undergraduate students (McKinney et al. 2012). Interestingly, a common motivation for those higher in Openness to Experience to use Facebook was to play online games (Wang et al. 2012), and to experiment with identities online (Bodroža
Self-presentation as well as the need to belong (shown in behaviours of communication, acceptance-seeking, and connection maintenance) were positively related to higher Agreeableness in 254 college students in South California and New England (Sun & Wu 2012). Higher Agreeableness was found to be unrelated to motives of information-seeking on Facebook, as indicated by the 0 in table 2. Conscientiousness however, was negatively correlated to the use of Facebook for the purposes of self-presentation and attention-seeking, indicating that those with lower levels of this trait are more likely to make use of Facebook for meeting these needs (Blachnio et al. 2013; Seidman 2013).

Table 2: Relationship between personality traits and aspects of Facebook use

<table>
<thead>
<tr>
<th>Personality Trait</th>
<th>N</th>
<th>E</th>
<th>O</th>
<th>A</th>
<th>C</th>
</tr>
</thead>
<tbody>
<tr>
<td>Facebook Use</td>
<td>↑</td>
<td>↑</td>
<td>↑0</td>
<td>↑</td>
<td>0</td>
</tr>
<tr>
<td>Time spent on Facebook</td>
<td>↑0</td>
<td>0</td>
<td>-</td>
<td>-</td>
<td>0</td>
</tr>
<tr>
<td>Number of Facebook Friends</td>
<td>0</td>
<td>↑</td>
<td>-</td>
<td>0</td>
<td>↑↓</td>
</tr>
</tbody>
</table>

3.2 Facebook use

The frequency and intensity of Facebook use is considered when individuals' self-presentation is explored. Personality traits appear to impact upon how often individuals use Facebook, as well as the time spent using Facebook. Furthermore, the size of a user's Facebook friend network is another variable that can be impacted upon by personality, and in turn impacts upon self-presentation.

For Neuroticism, Extraversion, Openness to Experience, and Agreeableness, higher levels are associated with higher Facebook use. Mixed results were found for the relationship between Neuroticism and actual time spent on Facebook. Motivation for Facebook use is offered as a mediating factor, as is the mobile accessibility of Facebook. No significant relationship was found between Neuroticism and the number of Friends an individual might have on Facebook (Nadkarni & Hofmann 2012; Moore & McElroy 2012; Michikyan et al. 2014). This is very different for the trait of Extraversion, which is positively related to the number of Facebook friends. Higher degrees of Extraversion are also related to high Facebook use, however it is not related to time spent on Facebook, suggesting that more extraverted individuals perform goal-orientated activities on Facebook as opposed to browsing (Blachnio et
al. 2013; Nadkarni & Hofmann 2012; Walther et al. 2011; Eftekhar et al. 2014; Hall & Pennington 2013; Michikyan et al. 2014). Low conscientiousness was not found to correlate significantly to time spent on Facebook, or frequency of Facebook use. However, it was found to predict Facebook addiction due to the dynamics of self-presentation and poor self-discipline in these individuals. Conflicting results were obtained for the relationship between Conscientiousness and number of Facebook friends (Bodroža & Jovanović 2015; Walther et al. 2011; Moore & McElroy 2012; Wang et al. 2012; Hall & Pennington 2013).

3.3 Self-generated content

The content that is published by individuals on Facebook was scrutinized in terms of self-presentation in relation to the users’ personality traits. Content that is published by users onto the Facebook platform has been frequently studied, and the implications of a user's personality traits on the broadcasted content (status updates, posts), the directed content (Facebook Wall, private messages), and responses to others’ content (comments, likes, shares) were noted.

For broadcasted content, users can select the type of content that can be published, for example, photos or status updates. The nuances that are present for different personality traits impacted upon the results of the review in a way that mixed results were found. For Neuroticism, Extraversion and Openness to experience, higher levels of the traits were related to more frequent status updates. For Conscientiousness, a negative relationship was found. More conscientious individuals were less likely to update their status, as well as send direct messages to others (Hall & Pennington 2013; Lee et al. 2014; McKinney et al. 2012; Wang et al. 2012).

<table>
<thead>
<tr>
<th></th>
<th>N</th>
<th>E</th>
<th>O</th>
<th>A</th>
<th>C</th>
</tr>
</thead>
<tbody>
<tr>
<td>Broadcast content</td>
<td>0↑</td>
<td>0↑</td>
<td>↑</td>
<td>↓↑</td>
<td>↓↑</td>
</tr>
<tr>
<td>Directed content</td>
<td>↑↑</td>
<td>↓-</td>
<td>-</td>
<td>-</td>
<td>↓</td>
</tr>
<tr>
<td>Responses to others’ content</td>
<td>↓</td>
<td>↓</td>
<td>↓</td>
<td>↑</td>
<td>↓</td>
</tr>
</tbody>
</table>

Table 2: Relationship between personality traits and Self-generated content

Extraversion was also found to negatively correlate with making use of directed content, while Neuroticism was positively associated with making use of the Facebook wall (Blachnio et al. 2013). All the traits save for Agreeableness were found to be negatively related to responding to others’ content in the form of likes, comments and shares. More agreeable individuals comment more frequently on others’ content (Lee et al. 2014; Amichai-Hamburger & Vinitzky 2010) More specific phenomena were noted in users’ content that were associated with specific personality traits. The use of laughter (e.g. Haha) in status updates was found to be positively related to Neuroticism, while the use of extended letters (e.g. Hiii) was
found to positively relate to Neuroticism and Extraversion. More extraverted individuals were also more likely to make use of positive affect, emoticons, and shorthand in status updates (Hall & Pennington 2013).

3.4 Other-generated content

Other-generated content was also considered as it gives information about the individual’s audience and gives clues about how the self-presentation is received and responded to. The phenomenon of lurking was associated with those who have higher levels of Neuroticism and those who have lower levels of Extraversion, as indicated by their motivations to use Facebook. Those higher in Extraversion, got more likes and comments on their status updates, from a higher number of unique friends. Those with higher levels of Openness to experience also had more friends comment on their status updates. More conscientious individuals were associated with the receipt of more supportive comments, although a lower number of friends would comment on their status updates (Hall & Pennington 2013).

<table>
<thead>
<tr>
<th></th>
<th>N</th>
<th>E</th>
<th>O</th>
<th>A</th>
<th>C</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lurking</td>
<td>↑</td>
<td>↓</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>Likes and Comments from friends</td>
<td>-</td>
<td>↑</td>
<td>-</td>
<td>↑</td>
<td>↓</td>
</tr>
<tr>
<td>Unique friends who comment/like</td>
<td>↑</td>
<td>↑</td>
<td>-</td>
<td></td>
<td>↓</td>
</tr>
<tr>
<td>Untagging</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3: Relationship between personality traits and Other-generated content

The way that individuals deal with undesirable photos on Facebook in which they are tagged, can be direct (eg. Discuss with posting user) or indirect (eg. Make use of untagging feature). More Conscientious individuals were more likely to untag themselves, while agreeableness was positively associated with more direct approaches to dealing with undesirable photos (Lang & Barton 2015).

3.5 Nature of self-disclosure

The amount, depth, breadth, intensity, intent, honesty and valence of an individual’s self-disclosure was categorized together to describe the nature of self-disclosure in relation to self-presentation, answering the question of how individual’s self-present. Individuals higher in the traits of Extraversion and Agreeableness were found to disclose more information on Facebook (Chen & Marcus 2012; Wang 2013).
Amount | - | ↑ | 0 | 0↓ | 0
Depth | ↑ | ↑↓ | ↑ | - | ↓
Breadth
Intensity | - | 0 | 0 | - | ↑↓
Intent | 0 | - | ↑ | - | ↑
Honesty | ↑0 | ↑↓0 | ↑ | - | ↑
Valence | 0 | - | ↑ | - | ↑

Table 4: Relationship between personality traits and Nature of self-disclosure

The depth of the self-disclosure refers to the intimacy of the content and this variable was found to positively correlate with Neuroticism and Openness to Experience, and negatively with Conscientiousness. For Extraversion, mixed results were found (Amichai-Hamburger & Vinitzky 2010; Moore & McElroy 2012) Openness to Experience relates positively to a greater variety of topics covered in the published content of individuals who have higher levels of this trait (Hollenbaugh & Ferris 2015).

3.6 Accuracy of personality trait detection

Lastly, the ability to accurately detect personality traits became an interesting factor that once again provided information about the point of view of the audience and how authentic and/or effective the self-presentation of a performer can be. For all but Neuroticism, users were able to successfully detect the personality traits in other users only by looking at an individual’s Facebook profile. Users make use of certain cues that are associated with each of the personality traits, and so make assumptions about the individual’s personality. For example, Extraversion is detected by depending on information about social interaction, attempts at humour, number of friends, and posting of pictures. For Neuroticism, however, users were least accurate at detecting the trait, possibly due to the undesirability of the trait, making it more likely to be hidden or presented less by individuals on social media (Marriott & Buchanan 2014).

<table>
<thead>
<tr>
<th>N</th>
<th>E</th>
<th>O</th>
<th>A</th>
<th>C</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accurate detection</td>
<td>N</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
</tbody>
</table>

Table 5: Detection of the personality trait from Facebook profile content
Furthermore, the review placed importance on attempts to understand the interrelatedness of the variables involved in this phenomenon, as well as the complex dynamics between very specific sub-variables that interact with one another. Aside from the motivations for Facebook use, among the mediating factors that were detected in the review were shyness, self-esteem, collectivistic self-construal, the predisposition to trust, attitudes about SNS, Narcissism, self-efficacy, and trait combinations in various ways.

4. Discussion and Recommendations

These findings place the results of the current available knowledge into context regarding the impact of personality on the self-presentation of individuals on Facebook. No such a review had been done at the time of writing. The review may be valuable in the development of an updated theory of self-presentation, and possible models specific to online self-presentation. This knowledge may assist in the field of Psychology, and not only guide and inform further research, but also hold utility value in terms of applications in the SNS environments in terms of security, moderation, policies and other progressive applications. Furthermore, inter-disciplinary relationships with law, education, philosophy and information technology sectors may benefit from these findings in various ways.

However, while the application of this review is valuable in the current context of Cyberpsychology and other domains of research, limitations should be noted and further research considered. The review restricted the inclusion criteria by focusing only on the five personality traits of the Five-factor model of personality, and restricted the SNS to Facebook only. Therefore, other possibly significant factors, such as Narcissism or Machiavellianism or locus of control, have been neglected by this review. Further research into the impact of these and other personality traits is suggested, especially in the context of deviant behaviour or deceitful self-presentation on Facebook. Other significant SNSs are possible review opportunities as well, for which the present review suggests a useful design. Interested researchers are recommended to contribute to the development of a comprehensive model that includes more variables that impact upon self-presentation on Social Networking Sites.

Furthermore, the review did not take into account that individuals present with differing levels and combinations of the five personality traits included. Therefore, phenomena associated with personality profiles and certain trait combinations were referred to in this review only in a peripheral manner. Research that takes an in-depth phenomenological approach is suggested with regards to self-presentation on Facebook, to gain a richer understanding of users’ experiences on Facebook.
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Abstract

This study investigated the perceptions of teachers on the involvement of school aged children in Cyber Crimes in Nigeria. The study was the descriptive type while a survey method was applied. The sample of the study comprised two hundred and forty four teachers (244) purposefully selected from secondary schools in Lagos State, Nigeria. The instruments used for data collection were Teachers’ Questionnaire on ‘Yahoo Yahoo’ (TQYY) and Teachers’ Interview Schedule on ‘Yahoo Yahoo’ (TISYY). Descriptive statistics was used to analyze the quantitative data, while constant comparison technique was used to analyze the qualitative data. Results indicated that secondary school teachers were not only aware of Cyber Crimes perpetrated by school aged children, but knew school aged children who perpetrated Cyber Crimes otherwise known as ‘Yahoo Yahoo’. Most teachers became aware of incidences of Cyber Crimes perpetrated by school aged children through Newspapers and Information from in-school aged children, whose age ranges between 12 years to 23 years. Scam and Identity Theft were the most committed crimes on the Internet by school aged children. The study recommended that teachers should use value education, an aspect of Civic Education and Social Studies to educate school-aged children on the consequences of involving in cyber crimes.
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Introduction

The present information age is characterized with severe violent crimes perpetrated across international boundaries consequent on the evolution or emergence of the Internet. The previously ‘sleepy’ world is now connected is now globally linked consequent on the super highway of information gospel that has penetrated the different nations of the world. Unfortunately, individual users of the Internet have most times ignored the imminent dangers attached to the utilization of Internet to buy goods and services in the briskness to log on-line. Amosun, Ige, and Choo (2015) discovered that the Internet use and development in developing nations of the world like Nigeria, South Africa, Togo, Ghana, and Cameroon have witnessed whirling incidences of cyber crimes which rarely received governmental attention consequent on the technical nature of these crimes. The Internet Crime Complaint Centre (2014) reported that millions of people in the United States are victims of Internet crimes annually, with ‘detection’ which is the pivot of the extended larger Internet crime picture incomprehensible as the perpetrators could be millions of miles away in other countries of the world.

Opesade (2011) pointed out that the ever-evolving and increasing powerful Information and Communication Technology like the Internet has fundamentally transformed global relationships, sources of competitive advantage and opportunities for economic and social development, especially communication in real time across international boundaries in real time. It should be noted that this ‘real time’ communication does not exclude school-aged children, and by extension post primary education students. According to current statistics, seventy-seven million school-aged children regularly used the Internet in different nations of the world, while large numbers of school-aged children were observed to have utilized the Internet from home, school, and other locations, with forty-one percent logging online from any location (Child Predator Cyber Crime Unit, 2008; Amosun, et al., 2015).
From figure 1, North America, Europe, Australia/Oceania, South America, and the Middle East regions had above average Internet penetration rates, while Asia and Africa had paltry Internet penetration rates.

*The reproduction of this figure is in line the copyrights agreement of Miniwatts Marketing Group.

Figure 2: Internet Users in the World by Geographic Regions in 2015

*The reproduction of this figure is in line the copyrights agreement of Miniwatts Marketing Group.
It could be noted from the reports of these national data agencies that the development and use of the Internet has greatly benefitted school-aged children in different nations of the world, but has also exposed them to possible negative consequences associated with Internet’s anonymity especially on-line criminal activities in African nations. The ubiquitous nature of the Internet to school-aged children’s daily exchange of information is presented on figure 1 and 2.

It could be seen from figure 2 that despite the surges in the Internet penetration rates of Euro-America and Austral-Middle East regions, Asia had the highest number of Internet users as at November 2015 (see figure 2). In addition to these, despite Africa’s low Internet penetration rates, the rate of Internet usage in Africa marginally outweighed that of North America which led the Internet penetration chart, and far outweighed the Internet usage of Middle East, and Asia put together. The differences noted in the Internet penetration rates and usage of Africa have grave implications for crimes perpetrated using the Internet in Africa. It means cyber crime would be on the increase among teeming school-aged children in Africa, should the Internet penetration rates improve. The Internet Crime Reports of year 2001 to 2010 published by the National White Collar Crime Center and the Federal Bureau of Investigation (FBI) in the United States of America show the extent to which cyber crimes have eaten deep into the economic and social fabric of Nigeria. Table 1 shows the top ten countries in the world whose citizens are involved in Internet crimes from year 2001 to 2010.
Table 1: Cyber Crime Ratings for Year 2001 to 2010

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>United States</td>
<td>87.6%</td>
<td>1st</td>
<td>76.7%</td>
<td>1st</td>
<td>76.7%</td>
<td>1st</td>
<td>78.75%</td>
<td>1st</td>
<td>71.2%</td>
<td>1st</td>
<td>60.9%</td>
<td>1st</td>
<td>63.2%</td>
<td>1st</td>
<td>66.1%</td>
<td>1st</td>
<td>65.4%</td>
<td>1st</td>
<td>65.9%</td>
<td>1st</td>
</tr>
<tr>
<td>*Nigeria</td>
<td>2.7%</td>
<td>2nd</td>
<td>5.1%</td>
<td>2nd</td>
<td>2.9%</td>
<td>3rd</td>
<td>2.87%</td>
<td>3rd</td>
<td>7.9%</td>
<td>2nd</td>
<td>5.9%</td>
<td>2nd</td>
<td>5.7%</td>
<td>3rd</td>
<td>7.5%</td>
<td>3rd</td>
<td>8.0%</td>
<td>3rd</td>
<td>5.8%</td>
<td>3rd</td>
</tr>
<tr>
<td>Canada</td>
<td>2.5%</td>
<td>3rd</td>
<td>3.5%</td>
<td>3rd</td>
<td>3.3%</td>
<td>2nd</td>
<td>3.03%</td>
<td>2nd</td>
<td>2.5%</td>
<td>4th</td>
<td>5.6%</td>
<td>3rd</td>
<td>5.6%</td>
<td>4th</td>
<td>3.1%</td>
<td>4th</td>
<td>2.6%</td>
<td>4th</td>
<td>2.4%</td>
<td>5th</td>
</tr>
<tr>
<td>Romania</td>
<td>0.9%</td>
<td>4th</td>
<td>1.7%</td>
<td>4th</td>
<td>1.5%</td>
<td>7th</td>
<td>0.92%</td>
<td>7th</td>
<td>0.7%</td>
<td>8th</td>
<td>1.6%</td>
<td>5th</td>
<td>1.5%</td>
<td>5th</td>
<td>0.5%</td>
<td>9th</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>0.9%</td>
<td>4th</td>
<td>-</td>
<td>-</td>
<td>1.3%</td>
<td>8th</td>
<td>2.32%</td>
<td>4th</td>
<td>4.2%</td>
<td>3rd</td>
<td>1.9%</td>
<td>4th</td>
<td>15.3%</td>
<td>2nd</td>
<td>10.5%</td>
<td>2nd</td>
<td>9.9%</td>
<td>2nd</td>
<td>10.4%</td>
<td>2nd</td>
</tr>
<tr>
<td>South Africa</td>
<td>0.5%</td>
<td>6th</td>
<td>-</td>
<td>-</td>
<td>1.1%</td>
<td>9th</td>
<td>-</td>
<td>-</td>
<td>1.0%</td>
<td>7th</td>
<td>0.6%</td>
<td>10th</td>
<td>0.9%</td>
<td>7th</td>
<td>0.7%</td>
<td>6th</td>
<td>0.7%</td>
<td>5th</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Australia</td>
<td>0.4%</td>
<td>7th</td>
<td>0.9%</td>
<td>6th</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Indonesia</td>
<td>0.3%</td>
<td>8th</td>
<td>0.5%</td>
<td>10th</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>*Togo</td>
<td>0.3%</td>
<td>9th</td>
<td>0.7%</td>
<td>7th</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Russia</td>
<td>0.2%</td>
<td>10th</td>
<td>1.3%</td>
<td>5th</td>
<td>-</td>
<td>-</td>
<td>0.7%</td>
<td>8th</td>
<td>1.1%</td>
<td>8th</td>
<td>0.8%</td>
<td>9th</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Country</td>
<td>8th</td>
<td>9th</td>
<td>10th</td>
<td>5th</td>
<td>6th</td>
<td>7th</td>
<td>8th</td>
<td>9th</td>
<td>10th</td>
<td>11th</td>
<td>12th</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>------------</td>
<td>-----</td>
<td>-----</td>
<td>------</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>------</td>
<td>------</td>
<td>------</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Spain</td>
<td>0.6%</td>
<td>0.9%</td>
<td>1.2%</td>
<td>0.6%</td>
<td>-</td>
<td>1.2%</td>
<td>0.6%</td>
<td>-</td>
<td>-</td>
<td>0.6%</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Netherland</td>
<td>0.6%</td>
<td>1.2%</td>
<td>1.3%</td>
<td>0.7%</td>
<td>0.7%</td>
<td>0.6%</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Italy</td>
<td>2.5%</td>
<td>2.01%</td>
<td>5th</td>
<td>5th</td>
<td>6th</td>
<td>6th</td>
<td>5th</td>
<td>6th</td>
<td>5th</td>
<td>6th</td>
<td>9th</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Germany</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>1.3%</td>
<td>1.3%</td>
<td>1.3%</td>
<td>1.3%</td>
<td>1.3%</td>
<td>1.3%</td>
<td>1.3%</td>
<td>1.3%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Greece</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>1.04%</td>
<td>6th</td>
<td>6th</td>
<td>6th</td>
<td>6th</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>France</td>
<td>-</td>
<td>0.86%</td>
<td>8th</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>China</td>
<td>-</td>
<td>-</td>
<td>0.58%</td>
<td>10th</td>
<td>6th</td>
<td>1.6%</td>
<td>5th</td>
<td>3.1%</td>
<td>4th</td>
<td>5th</td>
<td>6th</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>*Ghana</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.7%</td>
<td>10th</td>
<td>0.6%</td>
<td>0.7%</td>
<td>5th</td>
<td>0.7%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Malaysia</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.7%</td>
<td>5th</td>
<td>0.8%</td>
<td>6th</td>
<td>-</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>*Cameroon</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.6%</td>
<td>9th</td>
<td>0.6%</td>
<td>9th</td>
<td>-</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Source: IC3 2001 – 2009 Internet Crime Reports (January 1, 2001 to December 31, 2010) prepared by the National White Collar Crime Center and the FBI

* The annual ranking of African countries in percentage (%).  
*P connotes the positions of the listed countries
Table 1 shows that Nigeria was second in year 2001 among the top ten countries perpetrator with 2.7%. In year 2002, Nigeria retained the second position with 5.1% while Nigeria was third with 2.9% in year 2003. In year 2004, Nigeria still maintained the third position with 2.87%, even though this year recorded the lowest perpetration of internet crimes involving Nigerians. In year 2005, Nigeria moves to second position with 7.9%, and third repeatedly in years 2006, 2007, 2008 and 2009 with 5.9%, 5.7%, 7.5% and 8.0% respectively. In year 2010, Nigeria retains the third position with 5.8%, Table 1 shows a downward trend in the perpetration of scamming activities by Nigerians in 2010; this decline may not be unconnected with austere conditions caused by the global economic meltdown. Internet fraudsters could only thrive when the economic conditions of the target (mark) countries are in good condition. However, it should be noted that the Internet Crime Reports only show the ten most cyber lawless countries and leave out the remaining countries below the global top ten mark. This aim of this study, therefore, is to investigate the the perceptions of teachers on the involvement of school aged children in Cyber Crimes in Nigeria. This is, however, threatened by dearth of literature on the variables of interest in this study as they relate to incidences of Cyber Crimes as they relate to school age children in Nigeria.

**Note:** The National White Collar Crime Center and the Federal Bureau of Investigation stopped releasing statistics of top countries perpetrators of cyber crimes from year 2011.

Cybercrimes among Students

Amosun and Ige (2009) discovered in their study of secondary school students’ perceptions of school-aged children involvement in cyber crimes that seven hundred and seventy-eight (778) of the nine hundred and thirty (930) students used for the study not only responded that they knew their colleagues who perpetrated cyber crimes, but were aware of the different types of crimes perpetrated by their colleagues. The analysis of the data collected reveals that students were aware that their colleagues perpetrated the following crimes on the Internet: Credit Card Fraud, which is a process of obtaining unauthorized fund from an account (59.2%); Nigerian Letter Fraud, a confidence trick in which the target (person) is persuaded to advance a relatively small sums of money in the hope of realizing a much larger gain (64.8%); Spam, unsolicited electronic mail (36.0%); Phishing, the act of sending an e mail to Internet users falsely claiming to be an established legitimate enterprise in an attempt to scam the users into surrendering private information that will be used for
identity theft (39.6%); Investment Fraud, the practice of deceiving and manipulating investors resulting in theft of capital (54.1%).

Automated Teller Machine Fraud, using special hacking software that could record the sequence of key strokes those computer users make on their key boards or infiltrate Internet banking (64.8%); Confidence Fraud, attempt to or swindling a person which involves gaining his or her confidence i.e. confidence tricks (64.8%); Identity Theft, the use of another person’s name and social security number to obtain goods and services (40.3%); Espionage, stealing a trade secret, supplier agreement, personal records, and research documents on prototype plans for a new product on service (34.4%); Kidnapping children via Internet chat rooms (34.4%); Creation and distribution of viruses (51.4%); Cyber Terrorism, the use of information technology by terrorist groups and individual to further their agenda (46.1%); Scam, fraudulent e-mail that appears to be from a legitimate Internet address requesting to certify your personal information on account details (44.0%); Auction Fraud, the non-delivery of an item purchased through the Internet auction site on non-payment for goods purchased through an Internet auction site (40.0%). Child Pornography, accessing websites which depicts children engaging in sexual conduct with prohibition as child sexual abuse in most countries (64.9%); and Business Fraud, asking people to invest in a non-existent business on-line (67.0%). The researchers subsequently recommended that the reviewed Social Studies curriculum should reflect Internet crime as an emerging social problem and issue in Nigeria.

Furthermore, Adepoju (2009) carried out a study on the perceptions of incidences of Internet crimes among university students in south-western, Nigeria and discovered that tertiary institution students were aware of all the various Internet crimes perpetrated in Nigeria. The analysis shows that the most common Internet crimes they are aware of are: Spam (60.2%), Hacking (55.7%) Auction (52.0%), Financial
Institution Fraud (52.5%), Kidnapping via chat rooms (60.4%), Business Fraud (55.1%), Phishing (53.5%), Credit Card Fraud (60.9%) and Debt elimination (64.5%). Adepoju further stated that Credit Card Fraud has the highest frequency of 60.9% and that the use of credit card is a relatively new feature of the economy in Nigeria. The researcher infers that it may not be out of place to say that those being defrauded on the Internet are citizens of the developed nations of the world, and recommended that further studies be conducted in other states in Nigeria to confirm this assumption. Adepoju subsequently proposed that Internet crime prevention education should be incorporated into the curriculum of Civic Education and Social Studies to help students learn the ideals of good citizenship and shun acts that can negatively impair on the image of Nigeria.

The role of teachers in observing and mentoring school children is well documented in research (Pitzer and Skinner, 2016; Berkowitz, 2013). Gurland and Evangelista (2015) asserted that teachers constitute an important social context for students’ school lives. It could be inferred from this assertion that teachers roles goes beyond enhancing the academic achievement of students as research (Wang and Neihart, 2015) has shown that several psychological and behavioral constructs have been identified to be strong enablers of students learning outcomes. It is based on the foregoing that this study evaluated teachers’ perceptions of the incidences of cyber crimes among school-aged children, consequent on their in loco parentis status to school-aged children in Nigeria.

Definition of Terms
In this study, a teacher refers to a person with the Bachelor’s degree in any field of study that manages lesson instruction and classes in the selected secondary schools. Cyber crime is a crime committed on the Internet, using the internet, and by means of the Internet. The local acronym for cyber crime in among students at different educational levels is ‘Yahoo Yahoo’. A School–aged child in Nigeria is 5 to 17 years
old (Ademokun, Osungbade, and Obembe, 2014), he or she might have or not have direct contact with a school for about six hours daily, and up to thirteen years for overall intellectual development. However, the age of a school-aged child in school might be slightly higher than seventeen years in some exceptional cases.

Research Questions
1. Are secondary school teachers aware of the incidences of cyber crimes among school-aged children?
2. What are teachers’ sources of information on incidences of cyber crimes among school-aged children?
3. Which of the cyber crimes perpetrated by school-aged children is commonly known to secondary school teachers?
4. Which gender of school-aged children engages most in cyber crimes?

Research Method

Research Approach and Design

The study adopted a mixed method research approach because it has both qualitative and quantitative approaches; hence the adoption of a descriptive survey design and the ethnographic research design. The study is also an ex-post facto study, because the researcher does not have a direct control of both the independent and dependent variables as their manifestations have already occurred are inherently not manipulable. The ethnographic research design was appropriate because teachers’ in-depth interview and observation of the students engaging in scamming activities were conducted in selected local government areas of Lagos State.
Samples

The study sample comprised 88 male, 143 female and 13 gender anonymous secondary school teachers in Lagos State, Nigeria. In all, 244 male and female secondary school teachers were used for the study.

Instruments

The Teachers’ Questionnaire on ‘Yahoo Yahoo’ (TQYY) was developed from the Students’ Questionnaire on ‘Yahoo Yahoo’ (SQYY) by Ige (2008). The ‘TQYY’ was used to collect information on teachers’ perceptions of school-aged children’s involvement in ‘Yahoo Yahoo’, teachers’ sources of information on school-aged children’s involvement in ‘Yahoo Yahoo’ and teachers’ awareness of types of cyber crimes in eliciting feedback from the teachers. It was given to other experts in the Social Science Education Department for evaluation. The final form of the items was then validated in terms of administering the instrument on 50 secondary teachers and a Cronbach Alpha of 0.98 was obtained. The second instrument used, was Teachers Interview Schedule on ‘Yahoo Yahoo’ (TISYY), a 5-item interview schedule developed by the researchers to collect data on teachers’ awareness of ‘Yahoo Yahoo’. To ascertain the validity of this instrument, the researcher made use of ten (10) teachers that were not involved in the study. Each item was discussed; two (2) items that were found difficult were removed. The instrument was further vetted and certified fit for use by a Senior Lecturer in the Social Science Education Department.

Data Analysis

The quantitative data collected was analyzed using frequency counts and percentages. The qualititative data was analyzed by the pattern of participants’ response to the questions posed during the interview (i.e. directly using the language of the respondents). The
constant comparison technique was used as a means of analysis (Glaser and Strauss, 1967), all the data were ‘open coded’ to produce an initial code list, until in the opinion of the researcher, analysis had reached theoretical saturation. General trend from responses to each question was identified and examined.

Results

The study investigated secondary school teachers’ perceptions of incidences of Cyber Crimes among school-aged children. Frequencies of the teachers’ response are given in Tables 2-4 for the teachers respectively.

Research Question 1: Are secondary school teachers aware of the incidences of cyber crimes among school-aged children?

Table 2: Teachers’ Awareness of School-Aged Children’s Involvement in Cyber Crimes

<table>
<thead>
<tr>
<th>S/No</th>
<th>Statement</th>
<th>Yes</th>
<th>No</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Freq.</td>
<td>%</td>
</tr>
<tr>
<td>1.</td>
<td>Are you aware of ‘Yahoo Yahoo’</td>
<td>213</td>
<td>87.3</td>
</tr>
<tr>
<td>2.</td>
<td>Are school-aged children involved in ‘Yahoo Yahoo’</td>
<td>198</td>
<td>81.1</td>
</tr>
<tr>
<td>3.</td>
<td>I know some of my students’ who are involved in ‘Yahoo Yahoo’</td>
<td>40</td>
<td>16.1</td>
</tr>
</tbody>
</table>
Table 2 shows that 213 (87.3%) teachers were aware of the existence of cyber criminal acts perpetrated through the Internet, otherwise called ‘Yahoo Yahoo’, while 31 (12.7%) were not aware of these crimes that evolved in tandem with the evolution of the Internet. 198 (81.1%) teachers responded that they were aware that their students were involved in Cyber Crimes, otherwise known as ‘Yahoo Yahoo’ while 46 (18.8%) teachers were not aware. 40 (16.4%) teachers knew their students who perpetrated Cyber Crimes, while 204 (83.6%) teachers did not.

Research Question 2: What are teachers’ sources of information on incidences of cyber crimes among school-aged children?

Table 3: Teachers’ Sources of Information on Incidences of Cyber Crimes among School-Aged Children.

<table>
<thead>
<tr>
<th>S/No</th>
<th>Sources of Information</th>
<th>Freq.</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Newspaper</td>
<td>83</td>
<td>34.0</td>
</tr>
<tr>
<td>2</td>
<td>Magazines</td>
<td>22</td>
<td>9.0</td>
</tr>
<tr>
<td>3</td>
<td>Websites</td>
<td>18</td>
<td>7.4</td>
</tr>
<tr>
<td>4</td>
<td>Television</td>
<td>54</td>
<td>22.1</td>
</tr>
<tr>
<td>5</td>
<td>Students</td>
<td>50</td>
<td>20.5</td>
</tr>
<tr>
<td>6</td>
<td>Others</td>
<td>1</td>
<td>0.4</td>
</tr>
<tr>
<td>7</td>
<td>No Response</td>
<td>16</td>
<td>6.6</td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>244</td>
<td>100.0</td>
</tr>
</tbody>
</table>
Table 3 shows the teachers sources of information on incidences of Cyber Crimes among school-aged children. The results show that 83 (34.0%) teachers got to know about Cyber Crimes otherwise called ‘Yahoo Yahoo’ perpetrated by school-aged children through Newspapers, 22 (9.0%) through Magazines, 18 (7.4%) via Internet Websites, 54 (22.1%) through Television, 50 (20.5%) through information from students, and 1 (0.4%) through other sources; while 16 (6.6%) did not indicate how they heard about ‘Yahoo Yahoo’ acts perpetrated by school-aged children.

Research Question 3: Which of the cyber crimes perpetrated by school-aged children is commonly known to secondary school teachers?

Table 4: Teachers’ Level of Awareness and Non Awareness of Incidences of Cyber Crimes

<table>
<thead>
<tr>
<th>S/No</th>
<th>Types of Internet Crimes</th>
<th>Aware</th>
<th>Not Aware</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Freq.</td>
<td>%</td>
</tr>
<tr>
<td>1.</td>
<td>Nigeria letter fraud (on –line 419).</td>
<td>195</td>
<td>79.9</td>
</tr>
<tr>
<td>2.</td>
<td>Obtaining goods without paying or obtaining unauthorized fund from account (Credit Card Fraud).</td>
<td>204</td>
<td>83.6</td>
</tr>
<tr>
<td>3.</td>
<td>Spam (unsolicited electronic mail)</td>
<td>194</td>
<td>79.5</td>
</tr>
<tr>
<td>4.</td>
<td>The act of sending an email to internet user falsely claiming to be established legitimate enterprises in an attempt to scam the users into surrendering private information that will be used for identifying theft.</td>
<td>201</td>
<td>82.4</td>
</tr>
<tr>
<td>5.</td>
<td>Using special hacking software that could record the sequences of key strokes that computer user makes on their key boards or infiltrates internet banking (Financial</td>
<td>160</td>
<td>65.6</td>
</tr>
<tr>
<td></td>
<td>institutions fraud)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>---</td>
<td>---------------------</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>6.</td>
<td>Attempt to or swindle a person which involves gaining his or her confidences i.e. (confidence fraud)</td>
<td>183</td>
<td>75.0</td>
</tr>
<tr>
<td>7.</td>
<td>The use of other person’s name and social security number to obtain goods and services. (Identity Theft).</td>
<td>212</td>
<td>86.9</td>
</tr>
<tr>
<td>8.</td>
<td>Stealing a trade secret, supplier’s agreement personal records, to obtain goods and services (Espionage).</td>
<td>168</td>
<td>68.9</td>
</tr>
<tr>
<td>9.</td>
<td>Kidnapping children via internet chat room.</td>
<td>148</td>
<td>60.7</td>
</tr>
<tr>
<td>10.</td>
<td>Creation and distribution of Computer Virus.</td>
<td>152</td>
<td>62.3</td>
</tr>
<tr>
<td>11.</td>
<td>The use of information technology by terrorist groups and individuals to further their agenda (Cyber Terrorism).</td>
<td>165</td>
<td>67.6</td>
</tr>
<tr>
<td>12.</td>
<td>Fraudulent e-mail that appears to be from a legitimate internet addresses requesting to certify your personal information on account detail (Scam).</td>
<td>212</td>
<td>86.9</td>
</tr>
<tr>
<td>13.</td>
<td>The non-delivery of an item purchased through the internet auction site on non-payment for goods purchased through an internet auction site (Auction Fraud).</td>
<td>200</td>
<td>82.0</td>
</tr>
<tr>
<td>14.</td>
<td>Ordering an item, making payment, and receiving nothing or shipping merchandise which was never ordered and obtaining a signature on delivery (Non-Delivery, Mdse &amp; Payment).</td>
<td>192</td>
<td>78.7</td>
</tr>
<tr>
<td>15.</td>
<td>Accessing website which depicts children engaging in sexual conduct with prohibition as child sexual abuse (Child Pornography).</td>
<td>183</td>
<td>75.0</td>
</tr>
</tbody>
</table>
Table 4 shows that ‘Scam’, which is fraudulent e-mail that appears to be from a legitimate Internet Address requesting to certify individuals’ information on account details and ‘Identity Theft’, the use of other person’s name and Social Security Number to obtain goods and services, were the most committed crimes in the Cyber Space by school-aged children.

Research Question 4: Which gender of school-aged children engages most in cyber crimes?

Table 5: Teachers’ Perceptions of Secondary School Students’ Gender Involvement in Cyber Crimes

<table>
<thead>
<tr>
<th>S/No</th>
<th>Students’ Gender</th>
<th>Freq.</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>Male</td>
<td>193</td>
<td>79.1</td>
</tr>
<tr>
<td>2.</td>
<td>Female</td>
<td>15</td>
<td>6.1</td>
</tr>
<tr>
<td>3.</td>
<td>No Response</td>
<td>36</td>
<td>14.8</td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>244</td>
<td>100.0</td>
</tr>
</tbody>
</table>

From the teachers’ response in Table 5, male school-aged children \( F=193(79.1\%)) \) perpetrate economic crimes than their female counterparts \( F=15(6.1\%)) \).

Qualitative Analysis/ Respondent Theme

Eighteen Vice-Principals in the schools selected for the study were given interview schedules as most of them declined oral interview.
Research Question 1: Are secondary school teachers aware of the incidences of cyber crimes among school-aged children?

A Vice-Principal, Mr. Remi (Not a real name) in Ogudu Senior Grammar School stated that:

*He became aware of Cyber Crimes perpetrated by school-aged children from secondary school students in his school and neighborhood. They always visit the cyber cafes and engage in lavish spending after defrauding people abroad.*

Ajana (not a real name), a Chief Education Officer in Ojota Senior Secondary School said:

*Yes! They meet me at various times at a Cyber café. The boys’ majority, few girls. I see them always at a Café in school uniforms.*

An Area Education Officer who did not disclose her identity in Ojota Senior Secondary School said:

*I am aware of cyber criminal acts perpetrated by school-aged children on the Internet. ‘Yahoo Yahoo’ is not something students hide any longer, the students discuss it openly.*

Research Question 2: What are teachers’ sources of information on incidences of cybercrimes among school-aged children?

Ale (not a real name), a School Counsellor and Vice Principal in Ojota Senior Secondary School said:
He became aware of school-aged children’s involvement in ‘Yahoo Yahoo’ through ‘Word of Mouth’

A Principal who did not disclose his school and identity stated that:

Through the scamming students discussions on how they have reaped foreigners of their money. When I go to the Cyber Café, I see them chatting with over ten people at a time. Some posed as girls.

Research Question 4: Which gender of school-aged children engages most in cyber crimes?

From the interview carried out among teachers, Mr. Ota. E (not a real name), an education officer II in Ogudu Grammar School, stated that:

Male school-aged children are more into online crimes than the female students.

An Assistant Director of Education who declined to state her identity and designation in United Secondary School, Ikorodu, said that:

Both male and female school aged children involved in ‘yahoo yahoo’ but it is mostly common among male school-aged children.

However, a Principal Education Officer, Mr. Aye (not a real name) stated that:

Males do it to increase their horizon.
Discussion

The perceptions of the selected teachers show that 213 (87.3%) teachers were aware of the existence of cyber criminal acts perpetrated through the Internet, otherwise called ‘Yahoo Yahoo’, while 31 (12.7%) were not aware of these crimes perpetrated through the Internet, this confirms the findings of Ige (2008); Amosun and Ige (2009); Adepoju (2009) and Oloko (2011) who found out that Cyber Crimes acts is not only peculiar to university students, but, school-aged children in Nigeria. 198 (81.1%) teachers responded that they were aware their students involved in Cyber Crimes, otherwise known as ‘Yahoo Yahoo’ while 46 (18.8%) teachers were not aware. Also, 40 (16.4%) teachers knew their students who perpetrated Cyber Crimes, while 204 (83.6%) teachers differ; this confirms the findings of Ige (2008) who found out that in school-aged knew their colleagues who perpetrated Cyber Crimes. Most teachers knew about school aged children’s involvement in Cyber Crimes through the NEWSPAPERS and students, while others did not indicate their source of information.

The analysis of the data collected from the teachers that ‘Scam’ which is fraudulent e-mail that appear to be from a legitimate Internet Address requesting to certify individuals’ information on account detail and ‘Identity Theft”, the use of other person’s name and Social Security Number to obtain goods and services were perceived as the most committed crimes in the cyber space by school-aged children. The use of Social Security Number to obtain goods and services is not an economic or social feature of the Nigerian society. This confirms Amosun and Ige (2008) and IC3 (2001-2010) findings that the people being defrauded on the Internet by school-aged children in Nigeria are residents of developed countries like Britain, United States, Germany, Canada etc. In addition to these, the qualitative and quantitative analysis of the data collected shows that males perpetrated Cyber Crimes than females. These confirm the findings of Ige (2008); Amosun and Ige (2009); Adepoju
(2009) and Oloko (2011) that male school-aged children and tertiary institution students involved in Cyber Crimes than their female colleagues.

Implications for Teacher Education

The study shows from secondary school teachers’ perceptions that school-aged children are involved in cyber crimes, contrary to public perceptions that only tertiary students engaged in cyber crimes otherwise called ‘Yahoo Yahoo’ in Nigeria. Allied to the findings of this study is the urgent need for the African countries of Nigeria, South Africa, Ghana, Cameroon, and the Middle East countries of United Arab Emirates, Saudi Arabia, Qatar, Kuwait, Oman, and Bahrain to engage in participatory educational programmes in cyber security to protect her school-aged children.

It is, therefore, recommended that teachers should use value education, an aspect of Civic Education and Social Studies to educate school-aged children on the consequences of ill-gotten wealth. School-aged children should be made to have the mind-set for entrepreneurship activities, rather than depend on fraudulent means to sustain themselves especially in Nigeria.
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Abstract

In a world where technology is increasingly used in schools, cyber safety education is the responsibility of teachers and parents or caregivers. Unfortunately, the situation in developing countries such as South Africa is that children, parents and teachers are ill-prepared for the dangers associated with the use of information technology. This paper reports on research in progress to address this problem by aiming to develop a cyber-safety information framework that can be used to inform and guide parents toward understanding and ensuring the cyber safety of their children. By following a design science research approach, we propose a framework with three interdependent components: 1) parents’ information needs (determined by their digital literacy, cybersafety awareness levels and the age of their children), 2) ways of disseminating the information (videos, parents’ meetings, online information or books), 3) the actual content (categorising and evaluating existing available content).
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1. Introduction

The utilisation of the internet and communication technology devices such as cell phones, tablets in education, has increased over the last decade (Kambourakis, 2013). This innovative form of learning comes with advantages and drawbacks. It offers an unbounded learning experience since learning is no longer restricted to a classroom (Johnson, et al., 2012) and can take place anytime, in any place. Regrettably, amongst several other issues, learners especially children, are exposed to threats to their security and safety (Sharples, 2006).

In South Africa, government and service providers have launched quite a number of initiatives to implement technology usage in schools. For the children to be well
prepared for the online world, they need to be taught how to be and remain safe online. Ideally, cyber safety education needs to come from parents at home and be sustained by teachers at school. These two role players must also make sure that the education received is indeed followed by the children. Unfortunately, the situation in developing countries as well as South Africa is that children, parents and teachers are ill-prepared for the dangers associated with the use of information and communication technology (ICT). No comprehensive cyber safety initiatives are in place, and schools lack relevant curricula (von Solms & von Solms, 2014). In addition, most parents are not familiar with what is going on online or how they can assist their children (de Lange & von Solms, 2012) according to their ages and abilities. The assumption is that in the South African context the digital literacy levels and cyber safety awareness of parents vary extensively.

This paper reports on ongoing research aimed at raising the levels of awareness of cyber safety of parents. The paper proposes a preliminary cyber safety information framework. The proposed framework will be developed from existing literature during the suggestion phase of a design science methodology after which it will be refined by the feedback received from a questionnaire. This paper only focuses on the proposed framework which is presented in section 4. The next section gives an overview of existing literature.

2. Literature review

2.1. Cyber safety

Cyber safety refers to the study of the safe and responsible way in which the internet and technology devices such as tablets and cell phones should be used (Pusey & Sadera, 2011). It helps building awareness of potential issues that can be encountered while using these technologies. These issues are often referred to as cyber safety threats. The most common threats are cyberbullying, sexting/“sextortion”, talking or meeting with strangers, accessing inappropriate content and being exposed to a breach of privacy (Beger & Sinha, 2012). A few of these threats or dangers are discussed below.

Cyberbullying: It refers the use of the internet and technology devices to harass, discriminate and disclose someone’s personal information (Belsey, 2006) with mean, false and vulgar comments with the intention of denigrating them (Burton & Mutongwizo, 2009). It can be done anonymously or not. It is prevalent amongst young people where the perpetrators are often classmates (Popovac & Leoschut, 2012).

Sexting: It can be defined as the act of sending and receiving sexually suggestive photos, videos or text messages (Burton & Mutongwizo, 2009). Sexting can also refer to the involvement of minors in sending and receiving such content, and may also be classified as child pornography or paedophilia (Youth Online Safety Working Group, 2010).
Talking or meeting with strangers: The cyberspace offers an opportunity for everyone to talk and share ideas and knowledge freely without personally knowing each other (Beger & Sinha, 2012). Unfortunately, it provides a wide platform for predators as well. The US Department of Justice (2006) reported that at any given time of the day, at least fifty thousand predators are online browsing for children.

Age inappropriate content: Youngsters might unintentionally access inappropriate, and destructive content (Australian Communications and Media Authority, 2015). Inappropriate content might appear while children knowingly access this kind of content or as pop-ups while following unknown links or mistyping online search terms.

Breach of Privacy – Identity theft: It involves individuals who seek to change their identities with bad intentions. It also includes those that act as someone else or using people’s credentials without their permission.

2.2. Cyber safety skills and digital literacy

Digital literacy refers to the skill set necessary to participate in the digital era. These skills are more than the ability to use digital devices. It also includes “for example, “reading” instructions from graphical displays in user interfaces; using digital reproduction to create new meaningful materials from existing ones while considering copyrights; constructing knowledge from a nonlinear, hypertextual navigation; evaluating the quality and validity of information; and having a mature and realistic understanding of the “rules” that prevail in the cyberspace” (Eshet-Alkalai, 2004). Although cyber safety skills and digital literacy are not synonymous, Sonck, Livingstone, Kuiper and de Haan (2011) show that they are closely related. They found that amongst European children aged 9 – 16, those with high levels of digital literacy are also much more skilled in navigating online activities in a safer way. Sonck et al. (2011) imply that improved digital literacy will consequently improve cyber safety skills and vice versa. Digital literacy enables one to browse the internet safely, change privacy settings on platforms and devices, judge the quality and reliability of the information accessed and understand and apply the online norms (Telstra Corporation Limited, 2014) in order to make informed decisions.

The majority of African countries including South Africa do not have proper programs in place for cyber safety awareness for children, parents or teachers (von Solms & von Solms, 2014). In South Africa, the high level of digital illiteracy in conjunction with the access to ICT infrastructures, the language barrier and the geographic location of individuals have a strong negative impact on cyber safety awareness (Kritzinger, 2015). It is important that cyber safety material, adapted to these realities, be developed to enhance cyber safety awareness and digital literacy.
2.3. Parents and cyber safety

Parents play a crucial role in cyber safety awareness education of their children. It is essential for parents to recognise the cyber safety threats and to be able to react to them. This will minimise the impact of these threats on their children. It has globally been observed that parents are ill-prepared to take part in the cyber safety education (de Lange & von Solms, 2012). Schools should be able to help raise parents’ awareness of cyber safety for active participation in the cyber safety education of their children (de Lange & von Solms, 2012). In European countries, parents with lower levels of digital literacy, tend to be more restrictive towards the use of Internet by their children and therefore also restricting the learning and online exploration by their children. Those parents’ with higher levels of digital literacy tend to embrace technology with their children and guide them more efficiently (Duerager & Livingstone, 2012). If this trend also holds for developing countries, parents with lower levels of digital literacy will not be able to guide their children to discover the internet in a safe way while the parents that are more informed would be able to set rules and teach their children acceptable online behaviour (Valcke, et al., 2011).

Duerager & Livingstone (2012) recommended that instead of restricting the internet usage of their children, parents need to embrace the technology and be actively part of their children’s online experience. Parents need to discuss the possible dangers with their children, engage with their children’s internet use and set rules according to their children’s age.

2.4. Cyber Safety Information Framework

De Lange and von Solms (2012) proposed a high-level cyber safety framework in order to guide the implementation of cyber safety education in school. It comprises of five components which need to be taken into consideration for an effective cyber safety education in schools. The components are discussed briefly below.

**Governance: The CONTROL Factor**

This part implies that when starting any cyber safety awareness initiative, cyber safety policies and school rules must be developed and implemented. It should be flexible enough to cover diverse aspects like internet access at school, the devices used, ownership of the devices, etc. Policies should clearly state unacceptable behaviours and their possible consequences. For these policies and rules to be effective, all the role players should be aware of it and the role they play in its application. A supervision and monitoring
strategy should also be in place and applied.

Role Players: The WHO Factor

As stated earlier, all parties involved in a cyber safety implementation process should be identified. Each party should know clearly the role they need to play in the process and must be willing to work together with the others parties to make the implementation effective. The researchers have identified four role players discussed below.

- **The School** which is seen as the entity that is responsible for developing school policies and rules. While doing so, they must take in consideration legislations and regulations and they must assume the responsibility and lead the implementation of the cyber safety strategies. To facilitate this process, if possible, the school should appoint a person with enough cyber safety knowledge and expertise to coordinate the operations.

- **The Teachers** can take four different roles. They can be *learners, advisors, teachers,* and *identifiers.* Because teachers have to be able to recognise and react to cyber safety threats, they need to receive training to prepare them. In this case, they will be seen as *learners.* Moreover, if children experience online threats and need to talk, teachers need to be ready to listen and give advice, therefore, they can also be seen as *advisors.* Teachers should be able to deliver relevant information on cyber safety to the children in the *teacher* role. Teachers must also be *identifiers* and determine any change in children’s behaviour or any alarming facts that might need to be investigated.

- **The Parents** must play a major role in raising cyber safety awareness of children. As it has been observed that parents are ill-prepared for cyber safety education, they need to receive the necessary training. In this case, they will be seen as *learners.* After having received enough knowledge, they will become *teachers* as they will be required educate their children. Similarly to the teachers, they must also be ready to become *identifiers* and *advisors,* whenever it would be necessary.
- The Learners’ needs should be determined according to their age, skill’s level and comprehension facility. The cyber safety education needs to be given from a very young age to develop a cyber safety culture. Similar to Teachers and Parents, Learners can be seen as teachers when informing their peers, identifiers to spot and report any alarming fact to adults, and advisors to help their peers when needed.

**E-Safety Topics: The WHAT Factor**
Schools need to identify which topics of cyber safety need to be discussed and to which extent with each role players. Each role player needs to be directed to the place where they can find contents adapted to their specifics needs.

**Resources: The WHERE Factor**
These are the actual places where information about cyber safety can be found. Resources can be a teacher, or a teachers’ initiative or external resources retrieved online or at the library from existing published content.

**Delivery: The WHEN Factor**
It is the time when the information can be disseminated. For parents, it might be during parents’ meetings and for learners during computer literacy lessons.

This paper will extend and adapt this framework, focusing mainly on Parents and the how to prepare them for the role they should play in cyber safety awareness education. The proposed framework will try to establish parameters that need to be taken into consideration as well as actual content that can be given to parents to uplift their cyber safety skills for them to assist their children efficiently.

### 3. Research Approach

This study is a design science study. Design science research involves the conception of an innovative understanding by creating an artefact and the evaluation of such artefact by the intended users in order to improve a given situation (Vaishnavi & Kuechler, 2004). Using design science in research helps to create products that are useful to humans (March & Smith, 1995).

To simplify the use of design science in practice, a Design Science Research Methodology has been developed by Vaishnavi & Kuechler (2007). They have divided the process into five steps of which each, and how it has been or will be applied, is discussed below.

Step 1: Awareness of the problem
Section 1 and 2 highlighted the general unpreparedness of South African parents to help with cyber safety education of their children as well as the monitoring and
guiding of their children’s online activities. In addition, the lead-researcher was part of a cyber safety campaign around some schools around Diepsloot. From this experience, it seems that most teachers, who are also parents, were not aware of most of the information which were shared during the campaign. They were not aware of most of the online threats and what they could do to avoid them. They appreciated the campaign and emitted the need of information which is easy to access and understand which they could use for themselves and to educate others around them.

Step 2: Suggestion
The proposed framework, which is discussed in more detail in section 4, is based on the high-level e-Safety framework proposed by de Lange and von Solms (2012) and the review of published literature. A questionnaire based on the suggested framework will be distributed amongst parents of a secondary school during a parents’ meeting.

Step 3: Development
The suggested framework will be refined based on the response of the parents to the questionnaire.

Step 4: Evaluation
At this step, the refined framework will be tested and evaluated by the intended users after which changes will be made accordingly. The framework will be shared with parents for evaluation by giving examples of possible interventions. Their feedback will be used to finalise the framework.

Step 5: Conclusion
The final framework will be shared with the school, parents and service providers of the e-textbook platform. It will also be disseminated on the university platform of dissertations and theses.
4. Suggested cyber safety information framework for parents

The suggested framework can be seen as an extension of the e-Safety framework proposed by De Lange and von Solms (2012) in the sense that it focuses on one of the role players only, namely the Parents.

For the purpose of the research, parents are seen here as learners who need to receive an effective training in order to become teachers, identifiers and advisors. It is also assumed that the school has policies and rules in place so the aim of the framework would be to ensure that the parents know them.

Table 1 below shows how we have used the cyber safety framework’s components of de Lange and von Solms (2012) to direct our thoughts.

<table>
<thead>
<tr>
<th>E-Safety Framework Components</th>
<th>Our Extension Criteria</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Governance: The CONTROL Factor</strong></td>
<td>What has been done/ given to parents by the school? Do parents know clearly what role they need to play? (3)</td>
</tr>
<tr>
<td><strong>Role Players: The WHO Factor</strong></td>
<td>What are the parents’ needs to become effective teachers, advisors and identifiers? (3)</td>
</tr>
<tr>
<td><strong>E-Safety Topics: The WHAT Factor</strong></td>
<td>What topics do parents need to be aware of? (1)</td>
</tr>
<tr>
<td><strong>Resources: The WHERE Factor</strong></td>
<td>According to their needs, how should the information be conveyed? Where can we find such information? (3)</td>
</tr>
<tr>
<td><strong>Delivery: The WHEN Factor</strong></td>
<td>When should the lessons take place? (2)</td>
</tr>
</tbody>
</table>

From these questions, three components of the adapted framework have emerged:

1) **Parents’ needs** which is taken from the WHAT factor. The topics of cyber safety which need emphasis will be determined. We will simultaneously determine what information is necessary for them be effective teachers, identifiers and advisors as in the WHO factor. Parents’ levels of digital literacy, cyber safety awareness and the age of their children will also give an indication of their needs.

2) **Presentation Type** which inspired from the WHEN factor. Parents will tell when and in which format (videos, parents’ meetings, online information or books) they would like to receive the information.
3) **Content** which is taken from the WHAT and CONTOL factors. We will be categorising and evaluating existing available content. We will also find out existing policies from the school and include it in the framework to make sure that the parents are aware of these rules and policies to know which role they play as in the CONTROL factor.

The components illustrated in Figure 2 below are interconnected and require equal attention.

![Figure 3 - Suggested Parents cyber safety awareness Framework](image)

Each of these elements is discussed below.

4.1. **Determining parents’ needs**

The questionnaire will be divided into three parts to match the components of the framework. Open-ended questions will be included in the questionnaire to make sure that parents have the option to share other topics with us as well.

The first part will help determine the level of digital literacy parents have according to the definition of digital literacy provided earlier. It will contribute to determining
their skills in using digital devices as well as finding and assessing online information.

The second part will focus on the parents’ level of awareness of cyber safety threats and concepts as well as to what extent the school shares informational material. This will be to determine their information needs regarding cyber safety topics and in which depth they should be discussed.

The last part of the questionnaire will try to establish the parents’ preference regarding information sharing of cyber safety material. Here we refer to options such as workshops, formal lectures, websites, newsletters, etc. Also, in this part, we would like to establish if they are aware of the role they should play in the cyber safety education of their children and if they know of any policies or rules that the school has concerning cyber safety.

4.2. Understanding Cyber Safety Content

Depending on the dissemination formats, there is a significant number of resources available for parents to enhance their cyber safety awareness. Von Solms and von Solms (2014) have contributed to the body of knowledge by categorising available videos according to the age of the children and their specific information needs. They have chosen to focus on Open Educational Resources (OER) because they can help African schools and houses with limited infrastructures to access a quality content. OER are advantageous because they are free. No budget needs to be organised to access the material. They do not require the creation of a specific account to access their content. The content, which covers a vast range of subjects is adapted to age ranges and is kept up to date. When searching for usable content, one needs to take these previously stated criteria in consideration.

The same should be done for parents: Content should be divided by the age of target groups as well as the levels of digital literacy. It will ensure that parents receive content adapted to the age of their children.

The formats of the resources shared need to be carefully chosen according to the audience. An example is using cartoon videos to explain specific topics to raise awareness among primary school children (von Solms et al., 2014). From the questionnaire’s answers, the appropriate dissemination format for parents will be established.

5. Conclusion

This paper proposes a cyber safety information framework for parents. Its components need to be taken into consideration to produce relevant material adapted to parents. Parents’ information needs should be established as well as the format in which they would like the information to be disseminated. Then they should be directed to where to find their needed information. This is research in progress and
the next step is to continue with the development of the framework. We believe that this framework will prove useful to schools as well as service providers of e-learning solutions.
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Abstract

Social media plays a monumental part in most people’s personal and professional lives today, dramatically changing how people communicate. Many people are however unable to provide a clear demarcation between their personal and professional lives and often make statements on social media in a private capacity that could have a detrimental impact on one’s professional status. The incorrect use of social media has culminated in several legal battles, in South Africa and globally resulting in the unfortunate dismissal of employees for social media misconduct.

Unfortunately, few organisations actually know the risks that come with using social media as a business tool. The absence of knowledge and experience among users can open an organisation to serious risks including disclosure of confidential information, inappropriate intellectual property distribution, employee distraction from fundamental business tasks, reputational damage to the organisation and inapt employee discussions. An inappropriate tweet or Facebook post can cause severe damage to an organisation. In order to manage the risks posed by social media, organisations should conduct a formal risk management exercise. This paper examines the use of the ISO 31000:2009 risk management standard to identify, assess and treat social media risks using a higher education academic institution, namely the University of South Africa (UNISA) for illustrative purposes.

The objective of this paper is to provide a high-level overview of what organisations can do to manage the risks of social media.
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1. Introduction

The use of social media for communication has grown immensely in the last few years (Wendt and Young, 2011; Delerue and He, 2012) with more than 72 percent of all Internet users regularly accessing social networking sites (Shortstack, 2014). By 2017, the global social network audience is projected to be 2.55 billion (Inc., 2013). According to Chelliah and Field (2014), every minute of every day, 100,000 tweets are sent, 684,478 pieces of content are shared on Facebook, 48 hours of video are uploaded to YouTube, 47,000 apps are downloaded from the App Store, 3,600 photographs are shared on Instagram and 571 websites are created.
Social media are, for many people, obscuring the boundary between work and private life in ways that are “legally complex and difficult to control” (Field and Chelliah, 2012). The incorrect use or abuse of social media has led to several legal battles, in South Africa and around the world where there have been arrests for cybercrimes and employee dismissals for social media misconduct (Davey, 2015). In the case of Sedick and another v Krisray presented before the Commission for Conciliation, Mediation and Arbitration (CCMA), the employees, operations manager and bookkeeper of the company were dismissed from work for posting an offensive statement about the owner and a member of his family on Facebook (Polity, 2011). The CCMA found that the employees were fairly dismissed. (Polity, 2011). Mushwana and Bezuidenhout (2014), outline examples of numerous other social media incidents in South Africa.

It is however impractical to restrict the use of social media tools such as Facebook, Twitter and LinkedIn by employees, because many employees (such as marketing staff) need to use social media for work-related activities (Delerue and He, 2012). Among Fortune 500 firms, 77 percent now have active Twitter accounts, 70 percent Facebook pages and 69 percent YouTube accounts (Gesenhues, 2013).

Employees’ participation in social media is vital as they exemplify an organisation’s corporate character and define its reputation by operating as dominant representatives of their organisations as “corporate advocates and brand ambassadors” (Dreher, 2014). However, the supremacy social media gives to employees’ role as “external communicators and brand ambassadors” according to Dreher (2014) does not come without risks that can cause damage to an organisation. Shullich (2011) states that exposure to social media is “considered to be a business risk”.

Organisations have to embrace a proactive risk management strategy to address social media risks before they manifest in unpleasant circumstances. The objective of this paper is therefore, to address social media risks by means of a formal risk management standard applied in a higher education context which for illustrative purposes is the University of South Africa (UNISA). To achieve this objective, this paper is structured as follows: Section 2 provides an overview of the concept of social media, section 3 promotes an understanding of the term risk and risk management, section 4 examines the process for applying the ISO 31000:2009 standard to social media risks and section 5 concludes this paper with reflections on future research.

2. Social media

Social media may be defined as “media designed to be disseminated through social interaction between individuals and entities such as organisations” by using the Internet and web-based technologies to convert broadcast media monologues (one to many) into social media dialogues (many to many) (Botha et al., 2011). Evans
(2012), defines social media as “participatory online media where news, photos, videos and podcasts are made available via social media websites via submission”.

Social media are distinctive because they are “media rich” and endow users to share their opinions, insights, experiences, content and contacts with friends and family via multiple content forms (Du Plessis, 2010). An interesting aspect of social media lies in the ease of sharing information where the platform renders it possible to make ideas, news and conversation spread rapidly manifesting in an immediacy that can help businesses convey their message quickly, cost effectively and efficiently (Okurumeh and Ukaoha, 2015).

Social media comes in a numerous forms including “bookmarking services like Delicious, Pinterest, and Bib-Sonomy, to 3D Virtual Worlds like Second life, professional networking systems like LinkedIn, Blogging tools like Blogger, microblogging tools like Twitter, collaborative content creation tools such as Wikipedia or Wikispaces, photo sharing services like Flickr and Instagram, profile and friend/social management systems like Facebook and MySpace, video sharing services like YouTube, and micro-video blogging services like Vine” (Buzzetto-More et al., 2015). The world’s two foremost platforms are Twitter, with 230 million monthly active users, and Facebook, with 874 million monthly active users (Sims et al., 2015). According to Davey (2015), the most popular social media platforms for business in South Africa are Twitter, followed by Facebook and YouTube. While social media usage continues to grow locally and internationally because of the supremacy thereof, the risks innate in embracing this trend can never be ignored (Mushwana and Bezuidenhout, 2014).

The following sections therefore promote an overview of social media risks organisations can face by first promoting an understanding of the term risk followed by an overview of risk management and thereafter a discussion of social media risk management.

3. Understanding risk

Dali and Lajtha (2012), broadly define risk as the “effect of uncertainty on objectives” and risk management as “coordinated activities to direct and control an organisation with regard to risk”.

The term “risk” is usually applied in one of three applications, risk as a threat versus exposure, risk as a variance and risk as an opportunity (Program et al., 2012). This study examines risk as a threat versus exposure where risk considered as a threat implies potential negative events that could result in financial or reputational harm to the organisation, whereas risk considered as an exposure could result in positive exposure for the organisation (Program et al., 2012). This study focuses only on risk as a threat in the context of social media risks and does not examine the positive impact of social media exposure.
The use of an efficient, logical, easy to comprehend risk management framework is an innate part of a successful risk management process in organisations (Cardenas Davalos and Chia Chin Hui, 2010). There are several risk management frameworks, standards and guidelines including that of AS/NZS ISO 31000:2009 risk management standard, Committee of Sponsoring Organizations (COSO) Enterprise Risk Management (ERM) 2004, the Federation of European Risk Management Associations (FERMA) risk management standard 2004, the Combined Code 2003/Turnbull Guidance 2005, the Association of Insurance and Risk Manager (AIRMIC) risk management standard, the Public Risk Management Association (ALARM) risk management standard, the Institute of Risk Management (IRM) risk management standard and Basel II (Program et al., 2012; Laakso, 2010).

For the purpose of this paper, the ISO 31000:2009 risk management standard (ISO, 2009) is used to assess social media risks because this standard provides a framework for organisations wanting to manage risk “consistently, efficiently and effectively” and provides a widely accepted, standards-based approach that can be applied to decision making (Gjerdrum, 2015; Microsoft, n.d.).


3.1 An overview of the ISO 31000:2009 risk management standard

ISO 31000 (published in the United States as ISO/ANSI/ASSE 31000) is the only international standard for the practice of risk management issued in December 2009 (Gjerdrum, 2015). According to Knight (2010), this standard sets out principles, a framework and a process for managing risk (Figure 1) that is applicable to an organisation of any type. The ISO 31000:2009 risk management process follows the path of the Australian/New Zealand 4360:2004 standard on risk management (Knight, 2010). The principles, framework and process according to Gjerdrum (2015), is the basic “architecture” of risk management, which, if applied, creates a steady and rational basis for managing the effects of uncertainty upon organisational objectives.
The principles provide guidance on the validation for managing risk and the characteristics of effective risk management (Gjerdrum, 2015).

The framework underlines integration of risk management practices throughout the value chain to support corporate decision-making (ISO, 2009). The risk management process is the focus of this research. The following section provides an overview on how the ISO 31000:2009 risk management process can be applied to address social media risks.

4. **Application of the ISO 31000:2009 standard applied for social media risks**

Knight (2011), aptly illustrates the detail of the risk management process in Figure 2. Each of these components is discussed on a high-level to equip organisations of any type with an understanding of how to address social media risks. This means that the actual risk analysis and evaluation is not discussed in-depth but the process and illustrative examples are provided.
In the above diagram the overarching general processes (5.1, 5.3.1, 5.4.1 and 5.5.1) are not depicted but are explained below:

- **5.1** - This refers to the risk management process which should be a salient part of management, be incorporated within the culture and practices of the organization and streamlined to the business processes of the organization (ISO, 2009). The risk management process comprises activities 5.2 – 5.6 depicted in Figure 2.

- **5.3.1** - This is the general process for establishing the context and includes the organisation defining its objectives, the external and internal parameters to be taken into account when managing risk and setting the scope and risk criteria for the remaining process (ISO, 2009).

- **5.4.1** - This is the general process for risk assessment and includes risk identification, risk analysis and risk evaluation (ISO, 2009).

- **5.5.1** - This is the general process of risk treatment and includes selecting one or more options for modifying risks, and implementing those options. Once implemented, treatments provide or modify the controls (ISO, 2009).

The following sections provide an overview of the risk management process.
The ISO 31000 standard defines the communication and consultation step as the continual and iterative processes that an organisation conducts in order to provide, share and obtain information as well as engage in conversations with relevant stakeholders regarding the management of risk (ISO, 2009).

4.2 Establish the context

By establishing the context, the organisation stipulates its objectives, defines the external and internal parameters to be taken into account when managing risk, and sets the scope and risk criteria for the remaining process (ISO, 2009).

The context for this study is an Open Distance Learning (ODL) institution, namely the University of South Africa (UNISA). UNISA (2008), defines ODL as “a multi-dimensional concept aimed at bridging the time, geographical, economic, social, educational and communication distance between student and institution, student and academics, student and courseware and student and peers.” The objective of the institution is to promote learning where learning is defined as “an active process of construction of knowledge, attitudes and values as well as developing skills using a variety of resources including people, printed material, electronic media, experiential and work-integrated learning, practical training, reflection, research, etc.” (UNISA, 2008). Since the focus on this paper is on social media, learning is examined in the context of electronic media, commonly defined as e-learning.

According to the UNISA curriculum policy (UNISA, 2010), e-learning “is learning facilitated by means of the use of ICT social technologies, communication technologies, online learning platforms and other multimedia devices”. To facilitate e-learning, the university supports a number of technology initiatives. Asynchronous technologies supported by the university include wikis, blogs, social networking facilities and e-portfolios (UNISA, 2008).

The stakeholders that are impacted include the academics and students who are at this stage bound to use the internal environment of the University which is the myUnisa learning management system to promote e-learning. This system allows academics to make use of only basic social media tools including Wikis and Blogs. Policies which academics need to be conversant include the ODL Policy and Curriculum Policy of the University. Furthermore, the roles of academics to promote e-learning must be considered as part of the internal environment.

Influences on the external environment relate to the social, cultural, political, legal, regulatory, financial, technological and economic environments within which the University operates (ISO, 2009). As an example, one can consider the social media laws of the country. It is important to consider these laws in the event an employee takes legal recourse against the University. In South Africa there is no legislation dealing specifically and explicitly with social media but the laws applicable to social media are obtained in a variety of other statutes and the common law including the Constitution of the Republic of South Africa Amendment Act, No. 108 of 1996; the

Additionally, cognisance must be taken of the impact of the Protection of Personal Information Act (POPI) Act, South Africa’s data protection legislation on social media. The greatest impact of POPI on social media activities is that any and all information collected via social channels will be governed by POPI just like all other customer information (Cerebra, 2014).

POPI warns all South Africans that the Act only protects one’s private information, and any information shared publicly will automatically fall outside of the Act’s protection (Cerebra, 2014). An example of this is sharing one’s email address or telephone number on a Facebook page, rendering this information publicly available for companies to collect and use (Cerebra, 2014).

Defining risk criteria is another aspect of establishing the context for the risk assessment. This entails preparing likelihood and consequence scales and their combination into a risk matrix to determine the level of risk (Rollason et al., 2010). Another important aspect of risk criteria according to Rollason et al. (2010) is describing the level at which risk is deemed acceptable, tolerable and intolerable, with intolerable risks requiring treatment as a priority. Table 1 illustrates an example of a simple risk matrix.
<table>
<thead>
<tr>
<th>LIKELIHOOD</th>
<th>Minor</th>
<th>Moderate</th>
<th>Significant</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unlikely</td>
<td>Low</td>
<td>Low</td>
<td>Medium</td>
</tr>
<tr>
<td>Possible</td>
<td>Low</td>
<td>Medium</td>
<td>High</td>
</tr>
<tr>
<td>Likely</td>
<td>Medium</td>
<td>High</td>
<td>High</td>
</tr>
</tbody>
</table>

Table 7: Simple risk matrix example

Having established the risk context, the next step is risk assessment which encompasses the process of risk identification, risk analysis and risk evaluation (ISO, 2009).

4.3 Identify the Risks

Risk identification encompasses a systematic process to understand what could happen, how, when, and why (Purdy, 2010).

Examples of social media risks that could manifest include reputational damage to an employer, breach of confidentiality, time wasting, third party liability, cyber bullying and ownership of social media accounts (Michalson, 2011). In the context of the University scenario, employees could use social media technologies such as Facebook to post derogatory comments about the institution resulting in reputational damage to the University. An example of this could be posting information about the incompetence of certain members of staff and management, haphazard manner of setting examination papers, poor administrative assistance to students in terms of registration and lack of quality assurance on tutorial matter.

Additional examples of social media risks include excessive use of social media during work hours resulting in lack of productivity at work, failure to use social-media marketing for fear of destructive exposure, setting up a LinkedIn group in an employee’s name and taking this group to a competitor when the employee leaves and posting of sensitive or confidential information to a social-media site (Field and Chelliah, 2012). All of these risks are applicable to the University environment. Posting of sensitive information could include posting of examination questions, examination results or even the financial status of the University by disgruntled employees.

Andreesen and Slep (2011) succinctly short-list social media risks as Intellectual Property (IP)/Sensitive Data Loss, Compliance Violations, Reputational Loss,
4.4 Analyse the Risks

In ISO 31000:2009, risk analysis is concerned with comprehending each risk, its consequences, and the likelihood of those consequences (Purdy, 2010). This information is used as an input when evaluating the risk and deciding whether risk response or treatment is necessary. A common approach for analysing risk is through the use of the risk matrix developed in the ‘establishing the context’ section.

Prior to investigating new measures, the existing controls or measures in place that may reduce the level of risk are evaluated (Rollason et al., 2010). In terms of the University scenario, UNISA already has a comprehensive social media guideline (UNISA, 2011) in place.

According to the UNISA social media guideline, social media “encompasses a variety of services delivered via the Internet and mobile platforms, including video, image or podcast hosts, instant messaging sites or chat rooms, wikis, blogs and online discussion forums” (UNISA, 2011). UNISA’s social media guidelines distinguish between private and business use scenarios for both students and employees. The private use of social media covers aspects such as identification of association with UNISA, disclaimer, use of the UNISA logo and other branding elements and respect of University time and property. The business use of social media addresses appropriate and inappropriate use of social media, notification obligation whereby employees should seek departmental or directorate permission before creating an online presence that represents UNISA business, including teaching, discipline or research-oriented initiatives, identification of or association with UNISA, branding and use of the UNISA name and logo, transparency and responsibility when participating on a social media site, reporting of non-compliance by providing UNISA’s contact centre’s e-mail address in all official social media sites for registration of complaints and monitoring of the official UNISA Facebook and Twitter Sites (UNISA, 2011).

Thus, there is some measure to address social media risks but an analysis must be done for each type of risk. For example reputational risk could manifest in negative consequences and the likelihood of this is very high.

4.5 Evaluate the Risks

In the risk evaluation phase, the results from the risk analysis are compared with risk criteria established when setting the context in order to ascertain if the risk level is acceptable or not. This facilitates in decision making regarding which risks need treatment as well as their priority (ISO, 2009). In the above example, it was
ascertained that reputational risk has a very high likelihood meaning that this risk must be treated.

4.6 Risk Treatment

The risk treatment phase concerns how to deal with social media risks that are not acceptable. Risk treatment is the process whereby existing controls are improved or new controls are developed and implemented (Purdy, 2010). Risk treatment selects the appropriate options for treating or modifying risks. Such options include: acceptance of risk to recognise competitive advantages; avoidance of risk by not carrying out the activity; reduction or removal of the impact or probability of the risk; or distribution of the risk by sharing or transferring the risk (Curkovic et al., 2013). In the example of the University, the most likely risk treatment would be risk mitigation. The following list provides treatment measure for all types of risk assuming they have a high likelihood with negative consequences.

To mitigate social media risks the following measures must be enforced (Dreher, 2014; Delerue and He, 2012; Dreyer et al., 2009; Field and Chelliah, 2012).

- Develop a formal policy to guide employees on the acceptable use of social media (Chi, 2011). UNISA already has a comprehensive social media guideline so this control is in place.

- Monitor the social web to know what people are saying about their organisations and respond accordingly. This is clearly espoused in the social media guideline of the University. UNISA’s ICT may perform activities necessary to ensure the integrity, functionality and security of the university’s systems (UNISA Internet, Electronic Communication and Web Management Policy, section 7: Right to Monitor) (UNISA, 2011).

- Provide education on legal issues like copyright and anti-trust as well as on social media principles. Organisations need to provide security awareness training to employees. Security awareness training should entail education on the organisation’s social media acceptable use and security policy, examples of social media attacks, and proper precautions to mitigate the security threats and risks as well as the reporting of security incidents. Both personal use and business use of social media in the workplace and outside the workplace need to be mentioned in user education and training. This is something that is seriously lacking in the University as employees have very little to no knowledge on the acceptable and unacceptable use of social media as there is very little awareness or training regarding this issue.

- Update insurance policies to provide coverage for your social media work. This must be handled by management.
Archive social media content: As employees are retrieving and sharing information on platforms such as Facebook, Twitter and LinkedIn, some organisations capture and preserve the social media content and information for legal and compliance purposes. Automated tools such as Symantec’s Enterprise Vault archiving software help organisations to capture, extract and store social media information posted by employees. This is something management should take cognisance of.

Develop a social media incident notification and response plan: Social media incidents may still occur notwithstanding security efforts. It is necessary for organisations to develop a social media incident notification and response plan to reduce or minimise negative effects of an incident. This is something management should take cognisance of.

Have clearly defined internal-grievance procedures, forceful record-keeping procedures to document staff training in the organisation’s policies and the employee’s knowledge of these policies, and discipline and termination procedures to ensure that when the social-media event occurs, management is well versed to manage the situation fairly. Some of these controls procedures are embedded within the social media policy of the University. For example, the social media guidelines states that the following policies and guidelines must be read in conjunction with the social media guidelines: Internet, Electronic Communication and Web Management Policy and Guidelines, UNISA Code of Ethics and Conduct, Copyright Infringement and Plagiarism Policy, Student Disciplinary Code and Employee Disciplinary Code (UNISA, 2011). What is lacking is procedures to document staff training. Monitoring and review is necessary so that action is taken to address new social media risks as they emerge and existing risks as a result of changes in the organisation’s objectives or the internal and external environment in which they examined (Purdy, 2010).

Thus the above process provides an overview of how to formally manage social media risks and also outlines the present position of the University in managing social media risks.

5 Conclusion and Future research

This paper presents the case for the adoption of risk management of social media using UNISA as the context for the research. This paper described the process of the ISO 31000:2009 risk management standard for mitigating social media risks within a University context. Future research will encompass conducting the entire ISO 31000:2009 risk management process including the principles, framework and detailed process for social media risks. The objective of this paper was to present a very high-level overview of how social media risks can be managed. Since the ISO 31000:2009 standard is an extremely detailed and in-depth standard, this paper
provided an extremely high level overview of the potential of this standard in addressing risks so that organisations can embark on a formal process in future.
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Abstract

Efforts have been made by researchers to comprehend the nature and factors that contribute to the digital divide in developing countries and several attempts have been made to bridge this divide. Literature mostly investigates Internet non-use in relation to lack of access to information and communication technology (ICT), lack of skills on the use of the Internet and the informed decision to reject the use of the Internet. There is rarely any literature on the effect of the "awareness factor" in the digital divide on developing communities in South Africa. This paper focuses on Internet non-use resulting from a lack of awareness of Internet benefits among people living in developing communities in Gauteng, South Africa. A survey was conducted in four developing communities in Gauteng, South Africa, among three Internet-user types namely: Current-users; Lapsed-users; and Non-users. The survey was conducted to determine the participants’ level of awareness of the Internet benefits and to investigate the influence of awareness on their use/non-use of the Internet. The result of this research shows that non-users lack awareness of most benefits of the Internet and this affects their non-use of the Internet in comparison to current-users and lapsed-users. Employment status was also identified to have some influence on participant non-use of the Internet. Some respondents do not make use of the Internet due to lack of awareness of some of the essential benefits of Internet.
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1. Introduction

The Internet has the capacity to have a tremendous transformational impact on society and commerce (Kelly, Kennedy, Britton, McGuire, & Law 2016). For years it has been accepted as an essential mechanism for transforming various aspects of
human life, for instance in the medical, social and economic spheres (Baker et al, 2003; Chavula, 2013). Around the globe, the Internet is considered an important aspect of people’s lives and it continues to transform the way people work, socialize, as well as how they discover and share information (Lange et al, 2012). Although it is difficult to predict its evolution, research shows also that the Internet has a tremendous effect on the way human beings resolve their educational, social and economic desires (Harris, 2015).

Human beings in this "information age" experience diversified information needs in their daily lives and the ability to realize those needs depends on their level of knowledge, awareness and use of the Internet (Reitz, 2010, Ting 2014). The Internet contains information, which is considered a vital resource that is necessary for realization of people’s desire and improvement of their lives (Mtega, 2012). The information offered by the Internet plays a vital role in social equality, human development and successful socio-economic improvement of any community (Weiss, 2011; Oyedemi, 2015). Therefore, the use of the Internet, as a source of obtaining information, is relevant for the realisation of human needs and it has become progressively more popular as more people go online. The importance and the role of the Internet in the lives of people have become a social reality (Selwyn, 2003; Alam & Imran 2015). However, in order to enjoy the enormous benefits offered by the Internet, a person must be aware of such benefits and consequently participate in the use of the Internet (Dodge, & Kitchin, 2001; Talmud, & Mesch, 2003). Study available on the impact of awareness on the use/non-use of the Internet in rural communities was conducted outside the context of Africa (Ting, 2016. The current research however presents a unique South African perspective on the factor of awareness.

This research therefore investigated the role of awareness of Internet benefits on the use/non-use of Internet among three user-type groups (current, lapsed & non-Internet users) in South Africa developing communities. In this research, the term “developing community” includes township and location which is referred to as informal settlement or semi-rural area according to (Housing development Agency (HAD), 2012; Oyedemi, 2015). The research also investigated the variables that influence perceptions on the impact of awareness on the use/non-use of the Internet. Although the investigated communities are not completely a representatives of all the developing communities in South Africa, the fact that they all have similar structural decompositions and do not fall within the urban/cities areas makes the communities relevant to this research.
2. Literature review

2.1. The Internet and digital divide

As Internet penetration in developed countries begins to expand, the interest in the digital divide, in relation to access to the Internet, has declined and is no longer form the main object of debate (Helsper, 2008; van Deursen, 2010; Helsper & Reisdorf, 2013). There has been a shift in research focus, from an interest in Internet penetration to more of a focus on patterns of Internet usage, including the higher order digital inequalities that exist, which influences the realization of the benefits of the Internet in society, skills, and awareness (Hargittai, 2002, 2008, 2010; Helsper & Reisdorf, 2013 Zillien, & Hargittai, 2009; Wei, & Hindman, 2011; Van Deursen, & Van Dijk, 2014; Ting, 2016. There are few studies on non-users of the Internet (Ting, 2016 and the majority of these studies focus on the demographics of non-users, inequality in physical access, skills, and attitudinal factors that influence adoption behaviour (Selwyn, 2003, 2006; Verdegem, & Verhoest, 2009; Helsper, & Reisdorf, 2013; Alam & Imran, 2015).

Studies on Internet usage in South Africa indicates that there has been an increase in the number of people that can access the Internet, particularly because access can now also be gained through the use of mobile phones (Lewis, 2005; Kreutzer, 2009; Longe et al, 2009). Internet penetration in South Africa has flourished in the past few years, particularly with regard to mobile access and use (Lewis, 2005; Kreutzer, 2009; Longe et al, 2009; Insight Africa, 2012). However, research has shown that the digital divide is still a problem in developing countries and that more effort is required, particularly in Africa to minimize this problem (Kouadio, 2008; Penard et al, 2015). Research also demonstrates that non-use of the Internet in South Africa is an issue that affects particularly people living in rural areas and informal settlements (Beger et al, 2012; Oyedemi, 2012, 2015). In the same vein, recent research and findings, by Ting (2014) also indicate that there are still large populations of non-users of the Internet (Ting, 2016 resulting in digital divide.

The origin of digital divide dates back to the mid-1990s (Srinuan & Bohlin 2011) and since then, has become a popular area of interdisciplinary concern (Hacker, & Van Dijk, 2000; Srinuan & Bohlin, 2011;). Though the term digital divide is considered one of the most discussed social phenomena, it still remains indistinct due to many underpinning factors (Gunkel, 2003). Due to its impact on society and on
economic development (Alam & Imran, 2015; Harris, 2015), the digital divide is still recognised as an important research topic (Srinuan, & Bohlin, 2011).

It is also a polysemous concept with multiple meanings (Bornman, 2016). Though there is no universally accepted definition of the term Digital Divide, many of the widely accepted definitions share a common origin (Gebremichael & Jackson, 2006). Various researchers view the concept of the digital divide differently and thus their definition of the concept varies (Mwim & Kritzinger, 2016). Some researchers define the digital divide as a gap in access to computer device while others defines it as a divide in terms of access or no access to ICT device or the Internet (Belden, 2004; Ferro, Helbig, & Gil-Garcia, 2011). The term digital divide is defined in this research as an inequality in access to ICT device and the Internet that exist between countries, individuals, households, businesses and geographic areas at different socio-economic levels (oecd, 2001; Srinuan & Bohlin; Mwim & Kritzinger, 2016). This definition was adopted in this research because the researchers believe that the digital divide is gap that exists in both the computer itself and the Internet (Information and device view). Thus, the divide can exist within the two digital aspects, namely in the information and communication technology (ICT) devices on the one hand and the Internet on the other.

Digital divide or digital inequality as well as Internet non-use is still a global problem. However, this research tackled the problem of digital inequality from South African perspective. The terms digital divide and digital inequality are used interchangeably in this research.

Many people living in South Africa developing communities still do not use the Internet due to limited Internet access among other factors (Oyedemi, 2015). As a result therefore, people experience the effects of digital inequality and miss out on the benefits of the Internet. Research shows that the use of the Internet has a clear potential for improved quality of life and social inclusion among users (Oyedemi, 2015; Kelly, Kennedy & Britton, McGuire & Law, 2016). Internet

2.2. Awareness: a factors of digital divide

The use of the Internet offers potential for improved human development. It supports social inclusion, improves quality of life, and facilitates communication as well as
self-management, however significant barriers regarding distribution of the Internet still exist (Alam & Imran, 2015; Kelly et al, 2015). The unequal distribution of the Internet is caused by economic and non-economic factors which have been discussed in a wide range of literature (Oyedemi, 2015; van Deursen & van Dijk, 2014; Fuchs, & Horak, 2008; Kouadio, 2008; Haseloff, 2005). Awareness was identified as one of the underlying factors affecting the level of the Internet non-use in developing communities (Ting, 2016. Other factors that may impact on the Internet usage and connectivity include language, access and skill.

The majority of literature on factors of digital divide in developing countries has focused on bridging the access and skills divide in relation to the usage pattern of information technology (Oyedemi, 2015; Fuchs, & Horak, 2008; Kouadio, 2008; Akinsola et al, 2005;). Notwithstanding the immense body of research on the digital divide, as well as on digital exclusion, study on ‘non-user’ tends to be an exception (Ting, 2016). There has not been an extensive research that focuses on non-users’ demographics and the attitudinal factors that affects adoption behaviours towards the use of the Internet (Ting, 2016. Some of the studies conducted in the area of ‘non-use’ focus on non-users’ self-reported reasons for staying offline, with particular reference to access and skills (Verdegem, & Verhoest, 2009; Selwyn, 2006). Other studies on non-use of the Internet identified some demographic and personal factors that contribute to ‘non-use’ of the Internet for example in Britain (Helsper, & Reisdorf, 2013) which outside the continent of Africa.

It is revealed that those individuals who have never used the Internet are most likely to cite lack of need as the reason for ‘non-use’, while the ex-users of the Internet are likely to refer to cost and access as inhibiting factors (Helsper, & Reisdorf, 2013). Though recent literature is beginning to move away from the exclusion barriers, namely access and skills, to accommodate other factors contributing to the digital divide (Ting, 2016, there has not been any evidence in the literature on the awareness divide in developing country like South Africa. Therefore, this research investigates the role of awareness of the Internet benefits on the ‘non-use’ of the Internet in South African developing communities.

In order to achieve the objective of the research, the following research questions were asked:

Does awareness of Internet benefits have an impact on the use of the Internet in South African developing communities? And if the answer is “Yes” what factors
cause awareness of Internet benefits to be viewed as problematic?” The methodology employed in answering these research questions is discussed in the next section.

3. Research methodology

The research strategy used for data collection in this study was surveys. The survey was conducted with 173 participants in four developing communities in Gauteng, South Africa. The four communities where data was collected are: Attredgeville and Soshanguve which are located to the west and north of Pretoria; and Diepsloot and Tembisa located to the north of Johannesburg. The communities are summarised in table 1.

<table>
<thead>
<tr>
<th>Developing community</th>
<th>Province</th>
<th>City</th>
</tr>
</thead>
<tbody>
<tr>
<td>Diepsloot</td>
<td>Gauteng, South Africa</td>
<td>Johannesburg</td>
</tr>
<tr>
<td>Tembisa</td>
<td>Gauteng, South Africa</td>
<td>Johannesburg</td>
</tr>
<tr>
<td>Soshanguve</td>
<td>Gauteng, South Africa</td>
<td>Pretoria</td>
</tr>
<tr>
<td>Attredgeville</td>
<td>Gauteng, South Africa</td>
<td>Pretoria</td>
</tr>
</tbody>
</table>

A combination of two types of sampling, namely cluster sampling and random sampling, were used in selecting the developing communities. The two methods of sampling are referred to as probability sampling (Oates, 2006). Probability sampling was chosen in this research because, according to Manion (1994), non-probability samples are not suitable for describing a population (Manion, 1994). The choice of the province and communities was based on the following reasons: (1) According to the 2012 report by the Housing Development Agency (HAD) on the informal settlement status in South Africa, Gauteng is the province with the second highest (76%) number of households living in informal settlement (HAD, 2012). (2) Due to time and financial constraints, the researcher focused only on the four selected
communities in the province. (3) Gauteng is the province where the researcher resides.

The population of this research consists of mature people (consisting of anybody, both male and female from 18 years of age) residing in the specified developing communities in Gauteng Province. The participants were either current, reluctant or non-Internet users. The survey was conducted using questionnaires which were physically distributed in the communities where data was collected.

To ensure the validity of the data collected in this research, the questions used in the questionnaires were carefully designed and constructed with the help of literatures that have measured the perceived benefits of the Internet (Bonfadelli, 2002, Hargittai, 2010, Hsieh, et al, 2008 & Venkatesh & Brown, 2001) and the role of awareness on the use/non-use of the Internet (Ting, 2016). For comprehensibility of the questionnaire used in measuring awareness, Ting (2014) broke down the perceived benefits of the Internet to include: facilitation of learning, work or study; online transactions; obtain/search general information; maintaining contact; and entertainment (Ting, 2016). Since this research also investigated the role of awareness (though in a different context) as a factor of digital divide on the non-use of the Internet, the questionnaire were designed based on Ting (2014) specified items of perceived Internet benefits by asking questions to determine if the respondents were aware of each of the benefits.

The questions used in the questionnaire were simplified in order to match the different levels of respondents’ reading skills and their levels of comprehension of English. The data collection process also required a lot of monitoring to accommodate various users. The respondents were given reasonable assistance while completing the questionnaire, in case they wanted some clarity. The rigorous processes followed in collecting the data and amount of time spent in assisting the respondents contributed to low number of questionnaires completed.

To test the internal consistency reliability of the research instrument, a Cronbach alpha coefficient is calculated. Cronbach alpha coefficients serve as indicator of internal consistency reliability. It is calculated to ensure that an instrument measures what is supposed to be measured. Cronbach alpha values vary between 0 and 1.0 and a value in the range of 0.7 or greater indicates acceptable level of internal consistency reliability. The standardised Cronbach alpha value for the awareness section of the questionnaire is 0.81.
A quantitative data analysis is employed on the collected data using SPSS statistical software. The strength of quantitative data analysis is that it allows generalizability and is reliable.

The researcher obtained a permission to conduct this research by submitting a written application to the necessary authority and an ethical approval certificate was awarded. Informed Consent letter was used to inform the participants of the research purpose and also to inform them of their rights.

The fact that the questionnaire used for data collection was not translated into the mother tongues of the participants could be considered a limitation in this research. The researcher did not use the translated version of the questionnaire because she was of the impression that the meaning of the questions would change and she will find it difficult understanding or explaining the translated version.

4. Results

The results of the data-analysis and interpretation thereof are discussed in the remainder of the paper. This section starts with a summary of the demographic information of the respondents, followed by the results of participants’ awareness of the different Internet benefits measured. Finally analysis of variance were used to present the statistical significant of the research.

4.1. Demographic information of the respondents

Demographic information helps in forming a picture of the profile of the respondents who participated in the research. Table 2 presents the demographic information of the respondents referring to user-type, gender, age, employment status and areas/communities.
Table 2: Biographic description of the respondents

Community respondents by User type, gender, age, employment status and area

<table>
<thead>
<tr>
<th>User type</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Current users</td>
<td>35%</td>
</tr>
<tr>
<td>Lapsed users</td>
<td>6%</td>
</tr>
<tr>
<td>Non-users</td>
<td>59%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Gender</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Male</td>
<td>53%</td>
</tr>
<tr>
<td>Female</td>
<td>47%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Age</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>18-29</td>
<td>31%</td>
</tr>
<tr>
<td>30-39</td>
<td>28%</td>
</tr>
<tr>
<td>40-49</td>
<td>30%</td>
</tr>
<tr>
<td>50+</td>
<td>11%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Employment status</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Full-time</td>
<td>58%</td>
</tr>
<tr>
<td>Part-time</td>
<td>14%</td>
</tr>
<tr>
<td>Non-employed</td>
<td>28%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Area/Communities</th>
</tr>
</thead>
</table>
A total of 173 respondents completed the questionnaire, among them, 59% are non-users of the Internet, 35% are current-users of the Internet and 6% are lapsed (also known as reluctant users) users of the Internet.

‘Non-users’ of the Internet refer to respondents who had never used the Internet in their lifetime. This group of users consists of ‘absolute non-users’ and ‘rarely Internet users’ according to (Kingsley, & Anderson, 1998; Selwyn, 2006). The group was also known as nonuser by (Helsper & Reisdorf, 2013). In this study, however, ‘non-users’ mainly represent those respondents who have not used the Internet in their lifetime.

The ‘current users’ denote those respondents who are up-to-date with the use of the Internet (currently make use of the Internet) while ‘lapsed users’ are respondents who had used the Internet in the past, but have ceased to do so at the time of the data collection – for example where the Internet have not been used for the past 12 months or more (Selwyn, 2006). Lapsed users are referred to as ex-users according to (Helsper & Reisdorf, 2013).

The above distribution in relation to ‘user-type’ indicates that user groups are not equally represented in the sample. Lapsed users are under-represented, while non-users are highly represented in this sample. Since participants were randomly selected, this research argues that the reported proportions reflect unequal representation of non-users in comparison with users of the Internet in the target population of this research. The large proportion of non-users in the research sample is, however, a positive sign for this research, since this reflects the concern projected in this study and supports the identification of a need to work towards bridging the digital divide. The percentage of non-users, which is a substantial proportion of the
target population of this research, motivates the need for this study. It signifies that digital divide is still a problem that confronts developing countries like South Africa.

According to table 2, male and female representations of the sampled respondents are good. From 173 respondents a total of 53% were male and 47% were female for all user categories. This constitutes a balanced user groups by gender representation. Age groups are also well represented in the sample. It is shown that 31% of the respondents fall within the 18-29 years age bracket, while 30% of the respondents fall between 30-39 years of age. The 28% of the respondents fall within the 40-49 years group and the remaining 11% of the sampled participants were reportedly older than 49 years. A reason for the lower percentage of older people in the sample could be that the 50+ group of mature adults were slightly reluctant to complete the questionnaires. Some of them started, but were not able to complete the questionnaire or made some serious mistakes resulting in the questionnaires either been thrown away or destroyed.

Area distribution indicates that 34% and 22% of the respondents are from Attridgeville and Diepsloot respectively while 27% and 17% are from Soshanguve and Tembisa respectively. All these communities are part of the developing communities in South African context.

Overall, table 2 shows that majority 72% of the respondents that took part in the survey were employed either full time or part time and only 28% were reported as unemployed. Survey shows that 58% of those who are employed were full time while 14% were employed on a part time basis.

4.2. Participants' response on the awareness of the Internet benefits

Table 3 reports participants’ response on the items that measured awareness on the benefits of the Internet. In comparison with current and lapsed users, table 3 indicates that non-users have lower levels of awareness in all the items of Internet benefits except for maintaining contact with others and personal development. Some of the results of the Internet benefits appearing in table 3 below are in consistent with the literature that measures awareness (Ting, 2016).

Table 3: Percentage of respondents aware of the Internet benefits and risks
According to table 3 above, only 6%, 7%, 35% and 33.3% of the non-users are aware that the Internet can facilitate online transactions, work, information search and entertainment respectively. In the findings, participants in general reported positively on the benefits of the Internet with regard to maintaining contact with others and personal development. This probably might be attributed to the fact that mobile devices allow people the opportunity to use different charting applications like WhatsApp, Mix-it and BBM. The possible future work intends to determine the impact of mobile devices in maintaining contact with others.

The data in table 3 generally suggests lack of awareness of Internet benefits on the part of non-users. This could be an indication that there is lack of awareness of Internet benefits resulting in ‘non-use of the Internet. Literature suggests that most non-users are not well informed on the benefits of the Internet, when compared to other categories of Internet users (Ting, 2016 and the findings of this research, as indicated in table 3, confirms this view.

The probability (of the Chi-square statistic assuming a value of 591.57 under the null-hypothesis of no difference in response patterns over the various awareness) is < 0.0001***, indicating that some responses patterns for Internet-awareness differ statistically significantly from other question-response patterns. The next section analysis of variance present more on statistical significant of this research.
4.3. Analysis of variance

This section describes the results of the analysis of variance (using the general linear model approach) that were conducted on benefit awareness scores to determine which demographic properties of participants (including user-type) impact the perception that Internet benefit awareness affects Internet use. Analysis of variance is a technique that splits the total variation in a data-set into ‘variance-components’ that are explained by the various explanatory effects (independent variable – for example the biographical properties and user-type) in the model. These individual variance components are then compared against the total variance component, and if a particular component is found to be ‘substantial’ (evaluated against a calculated F-statistic), in other words, statistically significant, the explanatory variable (that explained the particular component) is then identified as an effect that affects perceptions.

In this research, a particular type of analysis of variance was conducted, namely General Linear Model (GLM) analysis. This was done to accommodate the fact that the numbers of entries per category of biographical properties were not equal. Table 4 reports the independent variables that statistically significantly affect the perception on the relevance of Internet-benefit-awareness to the use/non-use of the Internet.

<table>
<thead>
<tr>
<th>Source</th>
<th>DF</th>
<th>Sum of Squares</th>
<th>Mean Square</th>
<th>F Value</th>
<th>Pro &gt; F</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model</td>
<td>10</td>
<td>34.57539144</td>
<td>3.45753914</td>
<td>13.63</td>
<td>&lt;.0001</td>
</tr>
<tr>
<td>Internet-User</td>
<td>2</td>
<td>10.06664877</td>
<td>5.03332438</td>
<td>19.84</td>
<td>&lt;.0001</td>
</tr>
<tr>
<td>Employment-Status</td>
<td>2</td>
<td>2.80012964</td>
<td>1.40006482</td>
<td>5.52</td>
<td>0.0048</td>
</tr>
<tr>
<td>Area</td>
<td>2</td>
<td>0.38988177</td>
<td>0.19494088</td>
<td>0.77</td>
<td>0.4654</td>
</tr>
<tr>
<td>InternetUser*Area</td>
<td>4</td>
<td>3.20057876</td>
<td>0.80014469</td>
<td>3.15</td>
<td>0.0158</td>
</tr>
<tr>
<td>Error</td>
<td>158</td>
<td>40.07454495</td>
<td>0.25363636</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Corrected Total</td>
<td>168</td>
<td>74.64993639</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

R-square = 0.46
Column 1 (Source) of table 4 indicates the biographical properties evaluated for their effect on perception of awareness. In this table the effect of user-type, employment status, and geographical area was evaluated (the other biographical properties not listed were included in the ‘error’ term of the model because they proved to be not significant in earlier preliminary runs conducted on the awareness scores). Column 2 contains the degrees of freedom associated with each effect. Columns 3 and 4 report on the variance component associated with each effect or source included in the model while columns 5 and 6 report on the calculated F statistic and P probability associated with each variance component.

The analysis of variance was used in the study to identify variables that statistically significantly affect perceptions on the relevance of the Internet awareness benefits on the Internet use. Table 4 indicates that employment status and user-type influence how participants perceive awareness of Internet-benefits as impacting Internet use. The general significance (F probabilities) attached to the analysis is 0.1% and the statistical significance attached to the employment status and user type effects are 1% and 0.1%, respectively. This shows that employment status and user-type are statistically highly significant. The effect of geographical area alone is not statistically significant because the probability attached to it is greater than 0.05. However the combination (intersection) of users-type and area have statistically significant effect on awareness of Internet benefit. Table 4 identify variables that statistically significantly affect perceptions on the awareness benefits but do not indicate how the identified effect influences perceptions on Internet use. Table 5, Bonferroni multiple comparisons of means tests are therefore also conducted and presented with the relevant analyses of variance tables to indicate how perceptions differ. (The SAS/STATS module of the SAS version 9.3 software package – the PROC GLM procedure - was used to conduct these analyses)

Table 5 Bonferroni multiple comparisons

<table>
<thead>
<tr>
<th>Bon Grouping</th>
<th>Mean</th>
<th>N</th>
<th>Internet User</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>3.0497</td>
<td>100</td>
<td>non user</td>
</tr>
<tr>
<td>B</td>
<td>2.2392</td>
<td>58</td>
<td>current user</td>
</tr>
<tr>
<td>B</td>
<td>2.2238</td>
<td>11</td>
<td>lapsed user</td>
</tr>
</tbody>
</table>

Means with the same letter are not significantly different.
Lsd = 0.34
Bonferroni multiple comparisons of means test results – Table 5 is presented on the mean-scale between 1- 5 (the higher the scale the more the participants are in disagreement that their awareness of the Internet-benefits affect Internet use and the lower the point of scale the more participants are in agreement of their awareness of the Internet benefit affect Internet use). Table 5 reflects the mean score of 3.04 for non-user which is more into disagreement. This implies that non-users are not in agreement that they are aware of Internet benefits. The mean-score for current-users and lapsed-users who participated in the survey are 2.23 and 2.22 respectively. Current and lapsed users are in agreement that they are aware of Internet benefits. The mean-score of ‘2’ reflects agreement while the mean-score of 3 and above depict disagreement. With respect to employment status the mean-score of full-time, part-time and unemployed participants are 2.86, 2.38 and 2.57 respectively. More on the data presented in this section are discussed in the next section.

5. Discussion

The finding of this research reveals that lack of awareness of Internet benefits influences the use of the Internet among non-users compared to current and lapsed users in developing communities in Gauteng South Africa. The implication of this finding is that, in comparison with non-user, certain user groups’ benefits more from the use of the Internet because of their knowledge of and exposure to Internet benefits (This was depicted in Table 3 and was proven statistically significant in table 5).

The findings also reveal that non-users lack awareness of the Internet benefits are particularly in the area of online transactions, work facilitation, information search and entertainment. The findings show that 94% and 93% of the non-users are not aware that the Internet can be used for online transactions and work facilitation respectively. Over 60% of non-users lack awareness that the Internet can facilitate entertainment and more than 67% are not aware that Internet can be used to search and obtain information. The general perception of the non-users participants is that awareness of Internet benefits affects their non-use of the Internet. The current and
lapsed users were in agreement that they are aware of the benefits of the Internet. Their perceptions are that awareness does not generally influence their use/non-use of the Internet. The research identified no significant difference between current and lapsed users (mean-score for both is ‘2’). They are both aware of the Internet benefits which means that awareness of the Internet benefits does not affect their use/non-use of the Internet.

Bonferroni multiple comparisons mean-score of 2.86 (approximately 3) for full time participants suggests a perception of undecidedness. The participants who were employed fulltime are undecided as to whether awareness of Internet benefits affects their use of the Internet. Participants who were unemployed and those employed part time (with mean score of 2), suggests a perception of agreement. These two groups are in agreement that awareness of Internet benefits affects their use/non-use of the Internet. It can be reasoned that employed participants are more exposed to the Internet and its use (they are familiar with the benefits of the Internet). No significant difference was identified between part time and unemployed participants.

The survey shows that digital divide is still a problem in our society. The finding of this research reflects the kind of digital divide that exists in our environment. In the continent Africa where digital divide is considered a serious problem, this perception can be changed by being proactive in making people aware of benefit of the Internet as a means to encourage them to use the Internet.

6. Conclusions

This paper investigated the impact of awareness on the use/non-use of the Internet. Lack of awareness of the Internet benefits was identified in research as a factor that contributes to the digital divide. It is shown in this paper that lack of awareness has not received sufficient attention in the developing communities. The findings of the survey data provide evidence that non-user of the Internet in South Africa developing communities lack awareness of the Internet-benefits and this affects their use/non-use of the Internet in comparison with current and lapsed users. Employment status was identified to have influence on participants’ perception of awareness benefits and the use of the Internet. The imbalance signifies that there is a digital divide in the targeted population, which has both social and economic implications. Lack of awareness of Internet benefits among the participants (particularly the non-users) in developing communities, have negative implications for humanity and how the various human activities are carried out in this information age.

Further research would repeat the study in the remaining South African developing communities for uniqueness or commonality; to investigate and understand which other variables might affects awareness of the Internet benefits and to find possible solutions to bridge this divide.
Research indicates that the traditional three sites of socialisation are the family, peer group and school. The future research also plan to investigate the Internet usage of the non-users family members and peer group in order to determine the correlation that exist in that regard (to understand if the various sites of socialization use the Internet and why the non-users are not).
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1. Introduction

The currency of the digital world and the “oil” of the Internet is personal data (Kuneva, 2009). Personal data can be bought, sold and traded creating economic value (Ali et al. 2013). Hence, the global risks identified by the World Economic Forum (2014) included data loss as a result of data fraud as a major risk within the technology domain. This is due to the advent of the information age which has presented new challenges in terms of preserving personal information (Saunders and Zucker, 1999).
Privacy entails controlling the use and access to place, location and personal information (Moore, 2008). The value of personal information has increased significantly due to the advent of the information age (Saunders and Zucker, 1999) and this has subsequently resulted in the most prevalent crime of the new millennium known as “identity theft” (Hoar, 2001). This rampant form of crime according to the Information Systems Audit and Control Association (ISACA) (2014) largely occurs when criminals electronically “break into” information systems (such as those owned by institutions) to gain access to databases, which allows them to steal personal information such as financial account numbers, addresses or identity numbers.

As a result, legislation in the ambit of the protection of personal information aims to protect individuals against identity theft and offers wide-ranging institutional benefits such as the protection of an institution’s brand, image and reputation, enhancing the credibility of an institution as well as promoting consumer confidence and goodwill (Titus, 2011).

From a South African perspective, legislation in this area took the form of the Protection of Personal Information (POPI) Bill which was first published for comment in 2005 (Stein, 2012). After undergoing numerous reviews, the POPI Bill (2009) was finally enacted and signed into law on 26 November 2013 as the Protection of Personal Information (POPI) Act (2013). Condition Seven of the POPI Act (2013) specifies the need for security safeguards to ensure confidentiality and integrity of personal information.

In a previous research paper (2015), the authors proposed a framework that included a selection of security safeguards across 3 domains (management, operational and technical) from several leading practices to ensure confidentiality and integrity of electronic personal information as required by Condition Seven of the POPI Act. However, the applicability, extent of implementation and completeness of the security safeguards across the 3 domains (management, operational and technical) has not been explored. Applicability explores if the security safeguard is used within an institution. The extent of implementation assesses if the security safeguard is fully implemented, partially implemented or is being considered for implementation. Lastly, completeness assesses if there are any additional security safeguards, which the authors may not have considered to ensure confidentiality and integrity of electronic personal information as required by Condition Seven of the POPI Act. Hence, the contribution of this paper, through an assessment of the current state of security safeguards done via participants from South African institutions, is to provide an evaluation of applicability, extent of implementation and completeness of the security safeguards across the 3 domains (management, operational and technical), previously proposed by the authors, to ensure confidentiality and integrity of electronic personal information as required by Condition Seven of the POPI Act.
This paper is one of a series of papers associated with the authors’ research relating to the POPI Act, which focuses specifically on the confidentiality and integrity of electronic personal information as required by Condition Seven of the POPI Act, namely:

A framework of security safeguards for the confidentiality and integrity of electronic personal information as required by Condition Seven of the POPI Act, which has been presented and published.

The extent to which the European Union and South African privacy legislation addresses the 2013 OECD guidelines on trans-border data flows and the protection of privacy, including eight privacy principles, which has been presented and published.

Understanding the level of compliance by South African institutions to the POPI Act, which has been completed and submitted.

The current state of security safeguards within South African institutions, in relation to electronic personal information, to achieve compliance to Condition Seven of the POPI Act, which is this paper.

A model of operation to guide the implementation of the security safeguards, as required by Condition Seven of the POPI Act, which is a forthcoming paper.

The paper is structured as follows: Section 2 provides a background of the POPI Act as well as the selection of security safeguards across the 3 domains (management, operational and technical), previously proposed by the authors, to ensure confidentiality and integrity of electronic personal information, as required by Condition Seven of the POPI Act. An overview of the research methodology, research group and research survey results followed by an analysis of the research survey responses received is provided in Section 3. Section 4 provides key findings and recommendations. Section 5 concludes the paper and also presents future work.

2. Background

This section provides a background of the POPI Act as well as the selection of security safeguards across the 3 domains (management, operational and technical), previously proposed by the authors, to ensure confidentiality and integrity of electronic personal information as required by Condition Seven of the POPI Act.
2.1. South African Protection of Personal Information Act

The POPI Act (2013) promotes the protection of personal information by South African institutions and specifies the minimum requirements in 12 chapters, which includes 8 conditions for lawful processing of personal information. Although the POPI Act was signed into law on 26 November 2013 the enforcement date of the Act is still to be announced.

2.2. Selection of Security Safeguards

Condition Seven of the POPI Act (2013) specifies the need for security safeguards to ensure confidentiality and integrity of personal information.

In a previous research paper, the authors (2015) proposed a framework that included a selection of security safeguards across management, operational and technical domains, to facilitate the achievement and maintenance of compliance with Condition Seven of the POPI Act, with a specific focus on preventing unauthorised disclosure (maintaining confidentiality) and modification (ensuring integrity) of electronic personal information stored, processed or transmitted. The management domain accounted for 5 security safeguards, namely information security governance, risk management, information security policy, supplier and service level management and business continuity management. This was followed by the operational domain which accounted for 6 security safeguards, namely security procedures and processes, baseline infrastructure security standards, security awareness and training, security monitoring, incident and reporting, security assessment and disaster recovery. The remaining 9 security safeguards formed part of the technical domain, namely network segmentation, encrypted data channels, server and network component security, workstation and laptop security, file integrity, firewalls, physical and environmental security, centralised audit logging, data loss prevention.

3. Research survey and analysis

This section provides an overview of the research methodology, research group, and research survey results followed by an analysis of the research survey responses
received via participants from South African institutions in terms of the applicability, extent of implementation and completeness of the security safeguards across the management, operational and technical domains.

3.1. Research methodology

The research methodology encompassed a quantitative inferential approach (Kothari, 2004), which aims to draw conclusions about a group based on a sample in the form of a research group. This approach was driven by the use of a research survey, which was located at https://www.surveymonkey.com/r/SAPOPI and was launched from 1 October 2015 to 15 December 2015. The research survey was anonymous and participants were not requested to provide any identifying information such as personal information (title, name, surname and email address) or to disclose the name of their institution. Participants electronically provided consent before participating in the research survey.

3.2. Research group

The research survey specifically targeted participants at South African institutions who store, process or transmit electronic personal information and who, as a result, are impacted by the POPI Act.

The participants were informed of the research survey via an email that included a link to the research survey as well as social media (Twitter and LinkedIn posts) and the South African Chapter of Information Systems Audit and Control Association (ISACA), who distributed the research survey link to members of the South African chapter. Participants were also able to share the link within their network. As such, CIBECS assisted by distributing the research survey link to participants who were targeted for the 2012 State of Business Data Protection in South Africa survey that assessed, amongst other aspects, how prepared South African institutions were to comply with the forthcoming protection of personal information legislation, which at that stage took the form of the POPI Bill.

3.3. Research survey results

181 participants completed the research survey. However, only 167 research survey responses from participants were considered valid (participants were required to represent a South African institution that maintains electronic personal information and as a result is affected by the POPI Act).

3.4. Research survey response analysis - Applicability of security safeguards
In terms of assessing the applicability of security safeguards, participants were asked if the security safeguards across the 3 domains were applicable (that is, used within their institutions) or not applicable to their institutions, as it relates to to ensuring confidentiality and integrity of electronic personal information as required by Condition Seven of the POPI Act, as illustrated in table 1 below:

Table 1: Applicability of security safeguards

<table>
<thead>
<tr>
<th>Security safeguard domain</th>
<th>Security safeguard applicable to my institution (response count)</th>
<th>Security safeguard applicable to my institution (response percentage)</th>
<th>Security safeguard not applicable to my institution (response count)</th>
<th>Security safeguard not applicable to my institution (response percentage)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average - Management</td>
<td>165.00</td>
<td>98.80%</td>
<td>2.00</td>
<td>1.20%</td>
</tr>
<tr>
<td>Average - Operational</td>
<td>163.17</td>
<td>97.70%</td>
<td>3.83</td>
<td>2.30%</td>
</tr>
<tr>
<td>Average - Technical</td>
<td>164.56</td>
<td>98.54%</td>
<td>2.44</td>
<td>1.46%</td>
</tr>
<tr>
<td>Overall Average - All Domains</td>
<td>164.25</td>
<td>98.35%</td>
<td>2.75</td>
<td>1.65%</td>
</tr>
</tbody>
</table>

As per table 1 above, an average of 98.35% of participants stated that the security safeguards across the management, operational and technical domains were applicable to their respective institutions in that these are either being considered for implementation or already partially or fully implemented. However, an average of 1.65% participants stated that security safeguards across the management, operational and technical domains were not applicable to their respective institutions.

3.5. Research survey response analysis - Extent of implementation of security safeguards

The extent of implementation of the security safeguards across the 3 domains in terms of full implementation, partial implementation or being considered for implementation, applicable to the average of 98.35% of participants is illustrated in table 2 below:
An average of 49.61% of participants, as per table 2 above, revealed partial implementation of the security safeguards across the 3 domains within their institutions. In addition, an average of 25.81% of participants stated that the security safeguards across the 3 domains were fully implemented in their institutions. However, an average of 22.93% of participants stated that the security safeguards across the 3 domains are still being considered within their institutions for implementation.

3.6. Research survey response analysis - Completeness of security safeguards

To assess completeness, the 167 participants were asked to assess if there are any additional security safeguards to the selection of security safeguards, which the authors may have not considered to ensure confidentiality and integrity of electronic personal information as required by Condition Seven of the POPI Act. 150 participants (89.8%) did not provide additional safeguards that are being considered or implemented (partially or fully) by their institutions. However, 17 participants (10.2%) indicated that there were security safeguards that their institutions are considering or implementing (partially or fully) in addition to the selection of security safeguards proposed by the authors. From these 17 responses, 6 were invalid in that they did not provide accurate and sufficient information for further consideration. However, the remaining 11 of the 17 responses, as listed in table 3 below, provided accurate and sufficient information for further consideration:
Table 3: Security safeguards suggested by participants

<table>
<thead>
<tr>
<th>No.</th>
<th>Safeguards suggested by participants</th>
<th>No.</th>
<th>Safeguards suggested by participants</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Database level encryption</td>
<td>7</td>
<td>Next generation firewall</td>
</tr>
<tr>
<td>2</td>
<td>Encryption</td>
<td>8</td>
<td>File integrity hashing value validation</td>
</tr>
<tr>
<td>3</td>
<td>Payment card industry data security standard (PCI DSS)</td>
<td>9</td>
<td>Firmware embedded basic input output system (BIOS) based persistent and remote asset tracking Data and device security</td>
</tr>
<tr>
<td>4</td>
<td>International standards and frameworks</td>
<td>10</td>
<td>We acquired an enterprise wide IT system to protect the electronic information</td>
</tr>
<tr>
<td>5</td>
<td>Security standards</td>
<td>11</td>
<td>Wi-Fi networks</td>
</tr>
<tr>
<td>6</td>
<td>Mobile device management</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

An impact analysis of the 11 valid responses (table 3 above) as depicted in table 4 below was conducted to assess the completeness of the security safeguards proposed by the authors, to ensure confidentiality and integrity of electronic personal information. The impact analysis entailed grouping similar responses from the 11 valid responses and then assessing the responses in terms of either impacting or not impacting the security safeguards proposed by the authors. A response was considered to impact the security safeguards proposed by the authors, if it introduced new security safeguards or resulted in changes to the name of a security safeguard or an update of the description associated with a security safeguard. In comparison, a response was considered not to have an impact on the security safeguards proposed by the authors, if it resulted in no change at all as the current selection of security safeguards adequately address the information provided by a response. The result of the impact analysis for each grouping of responses was supported by a rationale. Furthermore, all responses considered to impact the security safeguards proposed by the authors, was supported by a relevant action aimed at capturing the change required to the affected security safeguards.

<table>
<thead>
<tr>
<th>Security Safeguards Suggested by Participants</th>
<th>Impact (Yes/No), Rationale and Action Required (Yes/No)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Response 1:</strong> Database level encryption</td>
<td>Impact (Yes/No): Yes - Current security safeguards (Encrypted data channels)</td>
</tr>
<tr>
<td><strong>Rationale:</strong> Encryption is only addressed from a data channel perspective by the encrypted data channels security safeguard.</td>
<td></td>
</tr>
<tr>
<td><strong>Action Required (Yes/No):</strong> Yes - Rename the “Encrypted data channels” security safeguard to “Encryption” and update the description to address encryption holistically from a data security perspective to cover data transmission (data channels) and storage (databases).</td>
<td></td>
</tr>
<tr>
<td><strong>Response 2:</strong> Encryption</td>
<td>Impact (Yes/No): No</td>
</tr>
<tr>
<td><strong>Rationale:</strong> Credit card information is considered personal information however</td>
<td></td>
</tr>
</tbody>
</table>
### Security Safeguards Suggested by Participants

<table>
<thead>
<tr>
<th>Impact (Yes/No), Rationale and Action Required (Yes/No)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>industry data security standard (PCI-DSS)</strong></td>
</tr>
<tr>
<td>PCI-DSS is a standard specifically for credit card information (PCI Security Standards Council, 2016) and does not apply to institutions who have personal information such as names, surnames and email addresses of clients but no credit card information. As a result, PCI-DSS will not result in an additional security safeguard or an amendment to the security safeguards proposed. However, compliance to the PCI-DSS standard will encompass the implementation of the majority of the security safeguards proposed.</td>
</tr>
<tr>
<td>Action Required (Yes/No): No</td>
</tr>
</tbody>
</table>

**Response 4:** International standards and frameworks

**Impact (Yes/No):** No

**Rationale:** The baseline infrastructure security standards safeguard addresses security standards. Furthermore, the security safeguards includes the need for an information security policy, security procedures and processes as well as baseline infrastructure security standards, which should ideally be based on international standards and frameworks to prevent re-inventing the wheel. For example, the information security policy may be based on International Standards Organisation (ISO) 27001.

Action Required (Yes/No): No

**Response 5:** Security standards

**Response 6:** Mobile device management

**Response 9:** Device security

**Response 7:** Next generation firewall

**Response 8:** File integrity hashing value validation

**Response 9:** Firmware embedded basic input output system (BIOS) based persistent and remote asset tracking

**Response 10:** We acquired an enterprise wide IT system to

**Impact (Yes/No):** No

**Rationale:** Enterprise wide IT system is open to interpretation and could be a data loss prevention (DLP) system or a security incident event and monitoring (SIEM) system. Both the DLP and SIEM systems are addressed by the current security safeguards.
<table>
<thead>
<tr>
<th>Security Safeguards Suggested by Participants</th>
<th>Impact (Yes/No), Rationale and Action Required (Yes/No)</th>
</tr>
</thead>
<tbody>
<tr>
<td>protect the electronic information</td>
<td>safeguards (Data loss prevention and security monitoring, incident and reporting).</td>
</tr>
<tr>
<td>Action Required (Yes/No): No</td>
<td></td>
</tr>
<tr>
<td><strong>Response 11:</strong> Wi-Fi networks</td>
<td><strong>Impact (Yes/No):</strong> Yes - Current security safeguards (network segmentation as well as server and network component security).</td>
</tr>
<tr>
<td><strong>Rationale:</strong> The network segmentation as well as the server and network component security safeguards do not make a distinction between wired and wireless networks.</td>
<td><strong>Action Required (Yes/No):</strong> Yes - Update the description of the “Network segmentation” and “Server and network component security” safeguards to state that the security safeguards are applicable to any form of network may it be wired and wireless or a combination thereof.</td>
</tr>
</tbody>
</table>

Table 4: Impact analysis of the security safeguards suggested by participants

As a result of the aforementioned impact analysis in table 4 above, based on the 11 valid responses, 5 responses had no impact on the security safeguards previously proposed by authors as supported by the rationale provided. However, 6 of the 11 valid responses had an impact on the selection of security safeguards previously proposed by authors, in that it did result in updates to the security safeguards but no additional security safeguards were identified.

4. Critical evaluation of the analysis

This section provides a critical evaluation of the analysis performed in section 3 of this paper by way of key findings and recommendations.

4.1. Applicability of security safeguards

An average of 98.35% of participants stated that security safeguards across the management, operational and technical domains, proposed by the authors, were applicable to their respective institutions (either being considered for implementation or already partially or fully implemented). An average of 1.65% of participants stated that security safeguards across the management, operational and technical domains were not applicable to their respective institutions. Certain security safeguards may not be applicable in the event where the institution has compensating safeguards (other alternative security safeguards to ensure confidentiality and integrity of electronic personal information) in place. However, in the event that the confidentiality and integrity of electronic personal information may be compromised due to the lack of a security safeguard, it is recommended that the security safeguards identified as not applicable to the institution across the management, operational and technical domains be re-considered for implementation to mitigate the risk of disclosure and modification of electronic personal information as well as to ultimately ensure compliance to Condition Seven of the POPI Act.
4.2. Extent of implementation of security safeguards

At the time of the research survey being conducted an average of 25.81% of the 98.35% of participants stated that security safeguards across the management, operational and technical domains were fully implemented in their institution. However, security safeguards across the management, operational and technical domains were partially implemented (average of 49.61% of the 98.35% participants) or being considered for implementation (average of 22.93% of the 98.35% of participants). Given that the POPI Act is not yet enforceable, the progress made by South African institutions is considered acceptable in that the implementation of certain of the security safeguards account for a combined average of 75.42% of the 98.35% of participants (partial implementation - 49.61% and full implementation - 25.81%). South African institutions should aim to achieve full implementation of the security safeguards in order to contribute towards the achievement of ensuring compliance to Condition Seven of the POPI Act as well as the overall POPI Act. As a result, the security safeguards that have been fully implemented can be continuously monitored to ensure that the confidentiality and integrity of electronic personal information is preserved, while the security safeguards that have been partially implemented should be fully implemented. Similarly, the security safeguards that are being considered for implementation should be prioritised and implemented in the most effective and efficient manner in order to achieve compliance to Condition Seven of the POPI Act as well as the overall POPI Act.

4.3. Completeness of security safeguards

From a completeness perspective, no additional security safeguards were added to the selection of security safeguards previously proposed by the authors to ensure confidentiality and integrity of electronic personal information. However, based on the information provided by participants in terms of the responses received, driven by themes such as encryption, mobile devices and asset tracking, the names of 2 security safeguards (workstation and laptop security changed to workstation, laptop and mobile security as well as encrypted data channels changed to encryption) were updated. In addition, the description associated with 7 security safeguards were updated. The aforementioned updates are illustrated in italics within table 5 below:
<table>
<thead>
<tr>
<th>Update Description</th>
<th>Security Safeguard Name</th>
<th>Current Safeguard Description</th>
<th>Updated Safeguard Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>4.3.1.1. Update to the security safeguard description</td>
<td>4.3.1.2. Security monitoring, incident and reporting</td>
<td>4.3.1.3. All audit logs from applications as well as the technology infrastructure is assessed in order to report on any malicious activities or data breaches of electronic personal information.</td>
<td>4.3.1.4. All audit logs from applications as well as the technology infrastructure is assessed in order to report on any malicious activities or data breaches of electronic personal information. Security monitoring to include persistent and remote asset tracking.</td>
</tr>
<tr>
<td>4.3.1.5. Update to the security safeguard description</td>
<td>4.3.1.6. Network segmentation</td>
<td>4.3.1.7. Application and database servers that respectively process and store personal information are located on a dedicated network segment that is separated from the rest of the corporate network.</td>
<td>4.3.1.8. Application and database servers that respectively process and store personal information are located on a dedicated network segment (may be a wired or wireless network or a combination thereof) that is separated from the rest of the corporate network.</td>
</tr>
<tr>
<td>4.3.1.9. Update to the security safeguard name and description</td>
<td>Encryption (previously encrypted data channels)</td>
<td>4.3.1.10. All electronic personal information flowing into and out of the dedicated network segment, is encrypted and access to the data channels is strictly monitored and controlled.</td>
<td>4.3.1.11. All electronic personal information transmitted (flowing into and out of the dedicated network segment) and stored, is encrypted and access to the data channels and storage (databases) is strictly monitored and controlled.</td>
</tr>
<tr>
<td>4.3.1.12. Update to the security safeguard description</td>
<td>4.3.1.13. Server and network component security</td>
<td>4.3.1.14. All server and network components are configured to implement the defined baseline infrastructure security standards.</td>
<td>4.3.1.15. All server and network (may be a wired or wireless network or a combination thereof) components are configured to implement the defined baseline infrastructure security standards.</td>
</tr>
<tr>
<td>4.3.1.16. Update to the security safeguard name and description</td>
<td>Workstation, laptop and mobile security (previously workstation and</td>
<td>4.3.1.17. Workstations and laptops are configured to implement the defined baseline infrastructure security standards and are locked</td>
<td>4.3.1.18. Workstations, laptops and mobile devices are configured to implement the defined baseline infrastructure security standards and are locked.</td>
</tr>
<tr>
<td>Update Description</td>
<td>Security Safeguard Name</td>
<td>Current Safeguard Description</td>
<td>Updated Safeguard Description</td>
</tr>
<tr>
<td>--------------------</td>
<td>--------------------------</td>
<td>-----------------------------------------------------------------------------------------------</td>
<td>---------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>laptop security)</td>
<td></td>
<td>down to prevent the user to change the configuration or install additional applications.</td>
<td>down to prevent the user to change the configuration or install additional applications. In addition, firmware basic input output system (BIOS) based tracking should be enabled on supported workstations, laptops and mobile devices (for non-supported workstations, laptops and mobile devices asset tracking should be implemented through the data loss prevention security safeguard)</td>
</tr>
<tr>
<td>4.3.1.19. Update to the security safeguard description</td>
<td>File integrity</td>
<td>4.3.1.21. All configurations associated with server and network components are associated with a unique value known as a hash value. The hash value may be used to ascertain if unauthorised changes were affected to configurations.</td>
<td>4.3.1.22. All configurations associated with server and network components are associated with a unique value known as a hash value. The hash value may be used to ascertain if unauthorised changes were affected to configurations via hash value validation.</td>
</tr>
<tr>
<td>4.3.1.23. Update to the security safeguard description</td>
<td>Data loss prevention</td>
<td>4.3.1.25. The protection of data loss for data at rest, in motion or at an end point. To prevent the loss of electronic personal information specifically via workstations or laptops.</td>
<td>4.3.1.26. The protection of data loss for data at rest, in motion or at an end point. To prevent the loss of electronic personal information specifically via workstations, laptops and mobile devices. Furthermore, track assets via data end points, if firmware basic input output system (BIOS) based asset tracking (Workstation, laptop and mobile security safeguard) is not supported on workstations, laptops or mobile devices.</td>
</tr>
</tbody>
</table>

Table 5: Updates to the security safeguard names and/or descriptions
The updates to the security safeguard names and descriptions as reflected in table 5 above will be taken in account when the model of operation to guide the implementation of security safeguards to ensure confidentiality and integrity of electronic personal is to be defined by the authors.

5. Conclusion and future work

In this paper, the applicability, extent of implementation and completeness of the security safeguards across the management, operational and technical domains, proposed by the authors, through an assessment of participants from South African institutions was explored.

From an applicability and extent of implementation perspective, the security safeguards across the management, operational and technical domains, proposed by the authors, were widely used by South African institutions in that an average of 98.35% of participants stated that security safeguards across the 3 domains were applicable to their respective institutions and the security safeguards are either being considered for implementation (average of 22.93% of the 98.35% of participants) or already partially (average of 49.61% of the 98.35% of participants) or fully implemented (average of 25.81% of the 98.35% of participants).

In terms of the completeness of the security safeguards proposed by the authors, no additional security safeguards were added to ensure confidentiality and integrity of electronic personal information. However, the names and descriptions of specific security safeguards were updated based on the information provided by participants. These updates are to be factored, as part of future work, into the model of operation which aims to guide the implementation of the security safeguards to ensure confidentiality and integrity of electronic personal information stored, processed and transmitted, as required by Condition Seven of the POPI Act (2013).
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Abstract

In this article we investigate the legal framework for encryption in South Africa and the instances in which it may be legitimate for a court to compel the decryption of encrypted information to protect the interests of the state. Part I introduces the problems posed by encryption and the challenges it faces today after briefly setting out its historical use. Part II will consider modern encryption, expound upon the terminology germane to encryption and its regulation under the Electronic Communications and Transactions Act 25 of 2002 and The Regulation of Interception of Communications and Provisions of Communications-Related Information Act 70 of 2002. Part III will evaluate the jurisprudence both domestic and foreign on the instances in which governments have sought to have encryption bypassed against challenges of the privilege against self-incrimination and Part IV will evaluate the domestic implications for bypassing encryption with particular regard to the constitutional privilege against self-incrimination.
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1. Introduction

The use of encryption in protecting information or data is not something that is new or dispositive to modern technological advances. There is evidence which suggests that its use stretches as far back to ancient Egypt nearly four thousand years ago where it was used to protect a variety of secretive information (Wiseman, 2015). Throughout history encryption has been used to keep religious information secret, protect military secrets, and shelter communication that is politically precarious (Wrixon, 1998).

Technological advances today have compounded its use. It covers a wider variety of interests, which often protects the ordinary individual’s security and privacy, particularly in an age where an almost inextricable link exists between technology,
our privacy and security. The proper functioning of the internet is reliant on encryption as it permits transactions which are both private and secure; it assists in preventing fraud and impersonation, and without it, it would be impossible to safely purchase and do banking over the internet (Wiseman, 2015). Yet, the efficiency of cryptography may also be used to protect illegal activity including fraud, gambling and loansharking (*U.S. v Scarfo*, 180 F.Supp.2d 572 [2001]). It has facilitated the construction and expansion of illicit markets for the purchasing of drugs and even hit men and has been used to conceal child pornography (*Farivar*, 2011; see also *U.S. v Gavegnano*, 205 Fed.App 954 [4th Cir 2009]). The recent dispute between Apple and the FBI has strengthened the gaze on the regulation of encryption and the circumstances under which it may be bypassed (*In Re Order Requiring Apple INC to Assist In the Execution Of A Search Warrant Issued By this Court 15-MC-1902 [JO] [“Apple case”]). Additionally, mobile applications such as Whatsapp and Viber have installed end-to-end encryption, which seemingly signals a victory for privacy over security interests (Nordrum, 2016). The extent to which encryption may be bypassed has thus become the subject of significant debate. In many reported decisions, the specific issue of compelling decryption where it may assist the state with criminal investigations and proving the guilt of an accused has been dealt with against the backdrop of the privilege against self-incrimination. The Apple Case illustrates the novel problem of guarding state security where technological advancement seemingly undermines it: in contrast to the usual request for decryption the United States’ Federal Bureau of Investigation (FBI) sought to compel Apple Inc. to build software that would allow it to bypass the encryption on a mobile phone device. Both of these circumstances will be considered in respect of South Africa’s encryption regulations and likelihood of a court granting such a request in light of our encryption framework.

### 2. Terminology, Modern Encryption and its Regulation

Encryption is an electronic process that protects data by using a formula to transform readable data into unreadable data. An algorithm called a cipher is used to convert the readable data called the plaintext into unreadable data known as the ciphertext (Reis & Simek, 2012). The reverse process of this is known as decryption, where a key is used to transform the encrypted data back into readable data. The process of encryption may be used to protect both data at rest and data in motion. Data at rest refers to inactive data usually desktops, laptops and servers, whilst data in motion conversely relates to wired or wireless networks and the Internet (Reis & Simek, 2012).

Cryptography and the breaking of codes have always been vital for military applications (Wiseman, 2015). In South Africa, the military have historically used and controlled the encryption of hardware and software by requiring a permit or licence where a product is used for military purposes in terms of the Armaments Development and Production Act of 1968 (now repealed by Act 41 of 2002) (Michalsons Attorneys, 2015). During the Second World War cryptography and the
breaking of codes played a crucial role in the victory of the Allied forces as well (Wiseman, 2015).

Today, multiple forms of cryptography exist, but almost all are exclusively dealt with through computers. It is common for most encryptions to be secured by passwords; however, other forms of cryptographic keys may be used instead of, or in addition to passwords. Usually, this is done through a keyfile, the content of which is used as part of the encryption process, and is often stored separately from the encrypted document. A user is required to identify the correct keyfile out of all the files on the device, which provides additional protection together with the password. Modern forms of encryptions can be divided into two groups: symmetric and asymmetric keys. Symmetric key encryption concerns the same key being used to encrypt and decrypt a device, whilst asymmetric key encryption (sometimes known as public key encryption) relates to two keys being created, one private and one public. In order to encrypt messages the public key is used allowing publishing and distribution to the world without undermining the private key. This allows the private key to be kept secret while decrypting files encrypted by the public key (TrueCrypt Foundation, 2012). One prevalent algorithm used for public key encryption is the RSA, which is named after Ron Rivest, Adi Shamir and Leonard Adleman. The RSA underlies a significant amount of security for Internet communications, particularly because public key encryption is integral to the functioning and security of online commerce and private communications over the Internet (Wiseman, 2015; See also Bright, 2013).

It may be possible to penetrate the encryption without the key through attacking the cryptographic system directly, usually by trial and error or by other means (Wiseman, 2015). Many modern encryption systems are however, for the most part, impenetrable because the use of force to unlock an encryption cannot be achieved within a reasonable timeframe. Another way of unlocking the encryption is by listening to the sounds emitted by the central processing unit- usually undertaken by security researchers in laboratories (Bright, 2013). Perhaps the most effective, and contentious, method of acquiring the key is to compel the holder of the key to provide it, as in the case of U.S. v Scarfo and many others discussed below, including, most recently, the Apple Case.

In South Africa the principle regulation for encryption is found in Chapter 5 of the Electronic Communications and Transactions Act of 2002 (ECTA). Section 29 of ECTA mandates the establishment of a register with all cryptography providers by the Director General of the Department of Communications, which records the names and addresses of all cryptography providers, a description of the type of cryptography service or product, and particulars that are necessary for the identification and location of the cryptography provider and their products or services (s 29(1)-(3), ECTA). Failure to register a cryptographic service carries the penalty of an unspecified fine or imprisonment for a maximum of two years.
There are many challenges created by the nebulous composition of Chapter 5. For example, it has been argued that the Act is unclear as to who may be a “cryptographic provider”, what constitutes a “cryptographic service” and what exactly a “cryptographic product” is (Vermuelen, 2016). It is submitted however, that the most contentious aspect of section 29, particularly for the future regulation of encryption, concerns the unclear extent of protection given towards it. Section 29(3) provides that a cryptographic provider is not required to disclose confidential information or trade secrets in respect of their cryptography services and products. The first reported South African case to consider this aspect, albeit only tangentially, was the Diners Club case (Diners Club Pty Ltd v Singh and Another 2004 (3) SA 630 (D)). In the case it was held that witnesses were not required to give evidence before the court related to encryption services offered to the plaintiff, notwithstanding the challenge posed by the defendant that foregoing such testimony would violate their constitutional right to a fair trial through cross-examination….. The judge held that not allowing the evidence could be justified on grounds of public policy and the limitation found in section 36 of the Constitution. This judgment seemingly offers authority for the argument in favour of strong encryption protections.

The Regulation of Interception of Communications and Provisions of Communications-Related Information Act 70 of 2002 (RICA) makes provision for an application to be made to a Court in which the decryption key holder is required to disclose the decryption key or to provide assistance in respect of encrypted information (ss 1 and 21 RICA). This is known as a “decryption directive” which a judge may issue provided s/he is satisfied that any indirect communication relating to an interception direction, in whole or in part, concerns encrypted information; that the person specified in the application to the court is in possession of the encrypted information and has the decryption key thereto, and that it is not reasonably possible for the person authorised to execute the interception direction to obtain possession of the encrypted information in intelligible form without a decryption directive (s 21(4)(a)(i-iv) RICA). The wording of section 21 creates a numerus clausus on the considerations over which a decryption directive may be issued. This is evident by the use of the word “only” in outlining the instances in which it may be issued. Section 21(b) additionally appears to bolster encryption protections by providing that the designated judge must consider the nature of the encrypted information and whether there would be an adverse effect in issuing the decryption directive against the business of the decryption holder or against the decryption holder him or herself. Section 21 read together with section 29(3) of ECTA, which provides that a cryptography provider may not be compelled to disclose confidential information or trade secrets in respect of its cryptography products seemingly offers proficient support for encryption protections.

What then would be the effect of these provisions when the state seeks a decryption directive for the purposes of criminal investigations, where the holder claims that such a directive would violate the privilege against self-incrimination? Additionally, would RICA and ECTA preclude requests not just to decrypt but to build a mechanism that would allow for decryption as in the Apple Case? Section 29 of
RICA sets out the degree of assistance that must be provided by the holder of the decryption key. Ordinarily, this section provides that the decryption key holder must disclose the decryption key or provide assistance in disclosing the decryption key (s 29 (1)(a) and(b) RICA). Section 29 goes on to provide that the holder of the key need not provide any other information not covered by the decryption direction (s 29(2)(c) RICA), but section 29(5) provides an interesting proviso where the person to whom the decryption key is addressed is not in possession of the key or information relating thereto. This section provides that such a person, to whom the directive is addressed, must ‘endeavour to comply to the best of his or her ability with the decryption direction’. Thus, it would stand to reason that if the state makes a request to formulate a mechanism for decryption, and such an instruction is ignored it may appear on its face to be in contravention of section 29(5) of RICA.

3. Bypassing Encryptions under Court Scrutiny

The recent dispute between Apple and the FBI, has made requests for decryptions a focal point in the debate on encryption protections. This dispute, however, is not the first time requests for encryptions have been considered by a Court in the United States. One differentiating aspect between the Apple Case and the majority of other cases which consider decryption requests is that for the first time a request not just to decrypt but to build software that would allow passcodes to be bypassed was made by the FBI. Apple, who has assisted the government before on many occasions where a lawful Court order was made to do so, objected this time on the grounds that the effect of the FBI’s request would be tantamount to building a master key that would unlock any device, and, that in any event, it does not have the capabilities of doing so (Apple case).

The government’s request failed on the grounds that it fell short of one of the three requirements of its main authority, the All Writs Act. A party wishing to invoke the All Writs Act to persuade a court to make a competent order based on the powers conferred on the Courts through the Act - in this case, to make an order requiring Apple Inc. to build software that would allow decryption for an important interest of the state - must show that such request is (a) in aid of the Court’s jurisdiction; (b) necessary or proper and (c) agreeable to the usages and principles of the law. Whilst the court accepted that the first two requirements were satisfied it rejected that it was agreeable to the usages and principles of the law on the basis of an interpretive absurdity and possible constitutional invalidity rendered by the FBI’s submissions on instructive legislation (Apple case). A provision akin to that of section 29(5) of RICA would have invariably been of greater assistance to the FBI in the relief it sought, rather than relying on general authority permitting courts to make competent orders where it sees fit. The importance of drawing this distinction is that in South Africa, a direct challenge may be launched where the directive is issued to a person. Even if they are unable to decrypt the information, they are under an obligation to assist the authorities to the best of their ability, which may include assistance at a future date when they are able to construct the technological ability to do so.
Scrutiny of requests for encryptions has largely been done through the prism of the right against self-incrimination in the United States, where the vast majority of authority on encryptions exists. The Fifth Amendment in the United States’ constitution provides protection against the abuse by officials to extort a confession and upholds the accusatorial system of justice rather than an inquisitorial one, through recognising the right of an accused person not to incriminate themselves (Wiseman, 2015). It has also been argued that the right provides a degree of protection for an accused’s dignity and privacy (Dann, 1970). The effect of this right is that it prevents the accused from having to choose between perjury, contempt or providing evidence against him or her (Amae & Lettow, 1995). The majority of judicial opinion on this subject appears to be out of sync on the circumstances in which forced decryptions may occur.

*In Re Grand Jury Subpoena Duces Tecum* it was held that the right against self-incrimination under the Fifth Amendment protected the right to refuse to decrypt one’s hard drives. During a child pornography investigation, law enforcement officials seized a number of digital media from the accused’s hotel room, but were unable to decrypt them after making several attempts. They applied to a Court requesting an order to compel the accused to decrypt the hard drives. In deciding the matter the Eleventh Circuit expressed that Fifth Amendment is ignited when there is compulsion for a testimonial communication or act, which is incriminatory. Additionally, it held that the files in question were testimonial in nature. In order for evidence to be considered testimonial in nature it must “require the use of the contents of [one’s] mind and cannot be fairly characterised as a physical act” (*In Re Grand Jury Subpoena Duces Tecum* 670 F.3d). This is distinguishable from physical acts which are not afforded the protections of the Fifth Amendment as in the case where a Court may compel blood samples be taken without consent, or compelling an individual to provide handwriting samples for analysis (see *Gilbert v California* 388 U.S. 263 (1967) and *Schmerber v California* 388 U.S. 757 (1966)). Additionally, even communications, which are testimonial in nature, may be compelled when they form part of what is considered to be a “foregone conclusion”. In terms of this doctrine, when the government already knows of the existence of the evidence in question, where it is stored and can show the authenticity of the documents through means other than the testimony of the accused, then such testimonial evidence may be admitted irrespective of the Fifth Amendment (*Fisher v The United States* 425 U.S. 391 (1976)).

*In Re Boucher*, decided four years before *Duces Tecum*, the District Court of Vermont had to decide whether the Fifth Amendment would exclude evidence of child pornography on the accused’s computer. Sebastian Boucher’s laptop had been inspected whilst crossing into the United States from Canada. The officer had found files on his computer, which at the time did not require a password or the removal of any encryption to access it, with names that suggested child pornography (*In re Boucher No.2* D. Vt. Feb 19, 2009). After further investigation by another officer, more files had been found, however, when the evidence was re-evaluated it was found that portion of the hard drives which contained the incriminating files were
encrypted. The encrypted files were nearly impossible to penetrate by specialists, and access was impossible without the password. Boucher was accordingly subpoenaed to decrypt the encrypted files. On appeal to the district court, he sought to quash the subpoena based on the Fifth Amendment. The district court observed that the contents of the laptop are not testimonial; however, there are circumstances in which producing documents may be testimonial even when the documents themselves are not testimonial. This is true because the act of production implies that the files do exist, that the producer had control over them and that they were in some sense authentic. The Fifth Amendment could offer protection to the production of such material because it applies to actions, which directly imply an incriminating fact. However, since the foregone conclusion doctrine may compel a defendant to produce files where the government already knows of its existence and location, the request to quash the subpoena was accordingly denied (See also Doe v U.S. 487 U.S. 201 (1988); Fisher v The United States 425 U.S. 391 (1976); U.S. v Hubbell 530 U.S. 27 (2000)). Four years later, in the Friscosu case, the government had seized six computers from Friscosu’s house in the execution of a search warrant (U.S. v Friscosu 841 F.Supp. 2nd 1232 (2012)). Having failed in its efforts to decrypt the computer without the assistance of the defendant, the government then recorded a conversation between Friscosu and his wife, which provided evidence for the fact that the incriminating information on the laptop was password protected. The government sought a writ requiring Friscosu to assist it following a warrant requiring him to produce an unencrypted version of the files. In accordance with the logic in Boucher the Court concluded that Friscosu was either the owner of the computer, or failing that, the primary user of it, and that he had access to the encrypted data on the computer. Additionally, the fact that the government knew of the location and existence of the files on the computer was also seen as relevant. (U.S. v Friscosu 841 F.Supp. 2nd 1232 (2012))

Despite the varied outcomes apparent in decisions to decrypt before courts in the USA, an ostensible link exists between all of the cases mentioned above. Where the evidence in question reveals new testimonial facts to the state, the decryption of such information may not be compelled, as it would affront the Fifth Amendment. A recent example confirming this is the case of Commonwealth v. Gelfgatt where it was held that knowledge of computers being used for fraudulent activities does not warrant the protection of the Fifth Amendment as it does not reveal new testimonial facts (Commonwealth v. Gelfgatt, 468 Mass. 512 (Mass. Sup. Ct., 2014)). This also explains the rationale for the exception created by the foregone conclusion doctrine, to evidence that would, on the face of it, have the protection of the privilege against self-incrimination. In South Africa, it is submitted that unlike our American counterparts, considerations on the exclusion of evidence which potentially undermines the privilege against self-incrimination, is not contingent on whether it would reveal new testimonial facts to the state but whether the admission of such evidence would render the trial unfair or otherwise be detrimental to the administration of justice. Even though it may reasonably be argued that the broader South African standard could include such aspects as the negative effect of revealing new testimonial facts to the state, it will be shown that this is unlikely to merit the
exclusion of evidence when balancing competing considerations. A narrower standard, such as the American one is thus more likely to provide greater protection to encrypted information. Before considering this standard in light of the South African privilege against self-incrimination, it is first necessary to consider the constitutional implications of the right to privacy in respect of decryption directives.

4. Comparative Assessment between Foreign Approaches and the South African Approach to Self-Incrimination

Prior to the adoption of our Interim Constitution, the position on the admissibility of evidence was governed solely by its relevance. This position comes from our English law tradition which makes relevance the only consideration notwithstanding that such evidence may have been obtained illegally (Hogg, 2005). The American position occupies the opposite of the spectrum when compared to the position under English law. The exclusionary rule as developed by American Courts has held that evidence acquired in violation of its Bill of Rights is to be considered inadmissible and thus excluded (*Mapp v Ohio* (1961) 367 U.S. 643). Many common law jurisdictions such as Canada, New Zealand, Australia, Ireland and South Africa approach admissibility with considerations of both the American and English extremes to reach a middle ground approach. In South Africa, similar to the approach taken in Canada, the rule governing the admission of evidence that violates a right in the Bill of Rights is that it must be excluded where it would render the trial unfair or otherwise be detrimental to the administration of justice (s 35(5) Constitution of the Republic of South Africa, 1996).

In *Zuma v The State*, Kentridge AJ recognised the exclusion embraced in section 35(5) (then section 25 (3) of the interim Constitution) as one that comports with notions of “substantive fairness” (*Zuma v The State* 1995 (2) 642 (CC)). In doing so, he contrasts the previous position reflected in precedent with the one to be taken now. In *S v Rudman and Another; S v Mthwana* the Appellate Division held that the function of the Court in criminal matters was to enquire into whether there was an irregularity which departs from the formal rules and principles of procedure, without considering whether the trial was unfair in accordance with the notions of basic fairness and justice (*S v Rudman and Another; S v Mthwana* 1992 (1) SA 343 (A)). The Constitution requires an assessment of whether the admission of evidence would undermine the right of an accused to have a fair trial, and whether the administration of justice would be detrimental should the evidence be admitted (*Qozoleni v Minister of Law and Order* 1994 (1) BCLR 75 (E)).

Accordingly, the way American courts would approach forced decryption against the privilege against self-incrimination is fundamentally different to the South African approach, due to the divergent standards on the admission of evidence. The American approach may be summarised as follows: there are three requirements for the operation of the Fifth Amendment. When a statement or action of the individual is compelled, testimonial and incriminating it would be considered objectionable on the grounds of the Fifth Amendment (*Fisher v U.S.* 423 U.S. 391 (1976)). A great
deal of attention has been paid to what constitutes “testimonial evidence” by American Courts. This is because a court may compel physical acts for the purposes of investigations but not evidence that is testimonial in nature (Duces Tecum case). Accordingly, the Supreme Court has found that a blood sample may be taken without consent (Schmerber v. California 348 U.S. 757 (1966)), that an individual may be compelled to turn over a key to a strongbox (U.S. v. Hubbell, 539 U.S. 27 (2000)) and that an accused may be compelled to provide handwriting samples for analysis (Gilbert v. California, 388 U.S. 263). Thus, once considered to be testimonial in nature, the Fifth Amendment protects it (Fisher case). In Doe Tecum, the court held that (in the context of decryption) the evidence in question would be considered testimonial in nature, where it would “require the use and contents of Doe’s mind and could not fairly be characterised as a physical act, and it would reveal his knowledge of the existence and location of potentially incriminating files; of his possession, control, and access to the encrypted portions of the drives, and of his capabilities to decrypt the files.” The court went on to say that it is precisely when an act of production requires the individual to use the contents of his own mind to provide a statement of fact that it becomes testimonial (Doe). There are however instances, as outlined in the discussion in Section III above, where even evidence that is testimonial in nature may be admitted against considerations of the Fifth Amendment. This is where the “foregone conclusion” doctrine applies (Fisher case). Where the government already knows of the existence of the evidence in question, where it is being stored and can show the authenticity of the documents through means other than the testimony of the accused, then such evidence will be admitted (Wiseman, 2015).

In the Canadian case of R v Collins, Lamer J too draws a distinction between real and testimonial evidence (R v Collins [1987] 1 SCR 265). This distinction has since been deemed unnecessary in a number of decisions (R v Burlingham (1995) 28 CRR (2d) 244; R v Ross (1989) 37 CRR 369). It is submitted that the distinction is without value as the real consideration is whether the admission of the evidence would bring the administration of justice into disrepute. For purposes of section 35(5), it would be unnecessary for that distinction to be drawn because the primary concern of this section is to consider whether the admission of the evidence in question would either render the trial unfair or would otherwise be detrimental to the administration of justice. It is common cause, as was recognised in S v Tandwa and Others that where the admission of evidence renders the trial unfair it would also be detrimental to the administration of justice (S v Tandwa and Others 2008 (1) SACR 613 (SCA)).

Where it is claimed that a decryption directive would violate the privilege against self-incrimination, the first inquiry is to establish whether compelling the decryption would render the trial unfair. If this leg is satisfied, then the second inquiry on whether it would be detrimental to the administration of justice need not be fulfilled. In Tandwa it was held that when considering whether the admission of evidence would render the trial unfair, the court must take into account competing social interests. The court must exercise its discretion by weighing the competing concerns of society on the one hand to ensure that the guilty are brought to book against the
protections afforded to the accused in terms of the constitution. The standard of the community was considered in Canadian precedent but has since been done away with because of its subjectivity and uncertainty in application (Hogg, 2005). In *Rothman v. Queen* it was held that where the admission of evidence would shock the community, it must be excluded (*Rothman v. Queen* [1981] 2 S.C.R. 640). The case of Collins has done away with this standard on the basis that section 24(2) of the Canadian Charter, which recognises the exclusion of evidence that would be detrimental to the administration of justice, requires a lower standard because the section recognises that a violation of a fundamental right has already occurred (*R v Collins* [1987] 1 S.C.R. 265).

The more nebulous standard of bringing the administration of justice into disrepute requires greater scrutiny as what may be detrimental to the administration of justice may be a matter of great subjectivity. For example, Professor Peter Hogg, commenting on the case of Collins, opines that a consideration of disrepute differs between people: what could bring the administration of justice into disrepute could differ between a police officer and a law professor (Hogg, 2005). Nevertheless, the majority of the Court in *Collins* found that the standard in question concerns disrepute to the community at large. Instead of indicating what a Court should look at when reaching this conclusion, the notion of a reasonable person was proposed by Lamer J. Thus, a trial Court would have to consider what, in the eyes of a reasonable person of the community, would bring the administration of justice into disrepute.

As regards what informs the definition of “disrepute”, three factors were weighed up by a Court: (1) the nature of the evidence; (2) the nature of the conduct by it was obtained and (3) the effect on the system of justice of excluding the evidence. Aspects such as the unreliability of evidence, the methods in which evidence was discovered and other rights violations, will inform the nature thereof. Other aspects such as the deliberate violations, the absence or presence of good faith and other extenuating circumstances will inform the nature of the officials conduct (Hogg, 2005). In South Africa, we have accepted the standard set out in Collins (*Pillay v The State* [2011] ZASCA 111).

Despite the general acceptance of the standard of disrepute in *Collins* by our courts, it has been overturned in Canada by *R v Grant*. Grant established three new factors to be considered: (1) The seriousness of the Charter-infringing State Conduct, which places the focus on the severity of the state conduct which caused the Charter breach; (2) The Impact on the Charter-Protected Interests of the Accused which focuses on the effect of the violation on the accused person because of the State’s conduct, including inquiries into the intrusion into an individual’s privacy and the direct impact on the right not to be forced to incriminate oneself, and the effect on human dignity; (3) Society’s interest in an Adjudication on the Merits, which focuses on the reliability of the evidence in light of the Charter breach (*R v Grant* [2009] 2 S.C.R. 353). It is submitted that the approach taken in Grant is a more satisfactory standard that places equal weight in consideration of the rights of the accused against the
interests of the community, and, accordingly, is the more appropriate constitutional inquiry in terms of s 35(5).

In summation, when a court issues a decryption directive in terms of section 21 of RICA, and the directive is challenged on the grounds of the privilege against self-incrimination, it will likely require forced decryption where the interests of the state are concerned, even when the state does not have prior knowledge of evidence concerned. This highlights the distinction we, along with countries such as New Zealand, Canada and Ireland, follow against the strict exclusion of evidence in contravention of a right followed by America.

5. Conclusion

This article has sought to consider two instances in which decryption may be compelled by a court in order to further the interests of the state. The first concerns the question posed in the Apple Case on whether a company may be required to build a mechanism that allows the state to decrypt information. In this decision it was held that the instructing legislation does not grant the state such a right based on its incorrect interpretation of the All Writs Act relied upon by the FBI. In South Africa, a more direct provision exists in respect of the assistance required by the decryption key holder. Here the decryption key holder is required to assist the state to the best of its abilities even where they are not in possession of a decryption key. A national security interest may induce the application of this section possibly requiring the creation of such a mechanism. Admittedly, the chances of this arising are doubtful, yet the legal authority for this is more certain than that of our American counterparts.

The second consideration evaluates the extent to which the privilege against self-incrimination acts as a bulwark against forced decryptions by a court. The narrow American approach has certainly seen the exclusion of evidence based on the Fifth Amendment that would probably not occur under the South African construction. This is because the exception of prior knowledge of evidence in the American legal system is irrelevant to the South African standard which concerns whether the admission of evidence would render the trial unfair or would otherwise be detrimental to the administration of justice. In all of the cases before American courts on encryption, concerning the concealment of files with fraudulent activities and child pornography, it is submitted that our courts would admit such evidence as it does not thwart the thresholds in rendering a trial unfair or destructing the administration of justice.
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Abstract

Information Technology has become pervasive. No business can function efficiently without embracing the opportunities that dynamic IT practices present. A number of recent hacking and other IT related scandals illustrate that companies can’t afford to be blind to the risk that poor governance in this arena presents. IT is no longer part of doing business but business itself, and IT governance can no longer hover on the periphery of corporate culture. It speaks to the very core of modern corporate governance and risk management. In general, IT governance seeks to regulate and govern areas such as the electronic privacy of customers and employees, the productive use of IT in business; the protection of the online presence of business structures and minimum security standards. In the South African context, the 2009 King Report was notable for its inclusion of an entire Chapter dedicated to IT governance, one of the only self-regulatory codes to speak to it in such detail directly. Currently a fourth version of the report is being prepared, and its recently published draft shows a marked departure from previous versions, being a much more pared-down document. Significantly, the IT governance chapter has been removed, seemingly because principles related thereto have been disseminated throughout the draft report. This contribution assesses the state of IT governance before comparing King III to the Draft King IV Report. It is concluded that the move to less direct recommendations on IT governance is in line with foreign corporate governance codes, and that companies tend to adopt international standards in relation to this aspect.
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1. Introduction

Information Technology has become so entangled in our daily lives that it is difficult to fathom a situation where it is not present, and businesses have become especially reliant on IT in the day-to-day running of their operations and in generating profit. (Boar, 2002) With the implementation of IT comes great power to expand and enhance business. (Enoch & Green, 1997) The impact of IT on the operation of firms has both strengthened the ability to monitor internal complexity, but also comes with new risks that did not previously exist, such as issues relating to information security. As such, if IT is properly managed, it simplifies business tremendously – but if not, it increases potential liability to the same extent. (Wixley & Everingham, 2010)

IT governance can be defined as a framework that supports the effective and efficient management of information resources to facilitate the achievement of corporate outcomes. The focus, as such, is on the measurement and management of IT vis-a-vis its associated risks and costs. (Naidoo, 2009; King III, 2009) It seeks to regulate and govern, inter alia, electronic privacy of customers and employees; the productive use of IT in the business structure; the protection of the online presence of business structures; protection against litigation; cyber security of business structures; the protection of intellectual property in its digital form and the management of electronic data and records in accordance with the law. (Giles, 2016)

Countries have differing approaches to corporate governance in general, with some adopting self-regulatory codes, others legislation, or a hybrid thereof. (Koornhof, 2013; Wixley & Everingham, 2010) In South Africa, the first notions of IT Governance specifically came to the fore in 2009 in the form of the King Report on Corporate Governance – at this stage already in its third iteration. (King III, 2009) The King Report on Corporate governance is a self-regulatory code researched and drafted by the King Committee on Corporate Governance. The three iterations of the King Report were published in 1994, 2002 and 2009 respectively. The jump from the second to the third King Report was of particular significance, not only due to the inclusion of principles relates to IT Governance, but also because it coincided with the introduction of the new Companies Act, 71 of 2008. (Naidoo, 2009) While it does not have legislative power, the King Reports are granted an elevated status through section 7 of the JSE Listing Requirements which requires listed companies to apply its principles and recommendations. (Wixley & Everingham, 2010) In developing jurisprudence, courts are also recognising its importance (See South African Broadcasting Corporation Ltd and Another v Mpofu [2009] ZAGPJHC 25).

Recently, the highly anticipated first draft of King IV was released for comment. It is expected to come into operation in November 2016. The draft report is bold in its undertaking, seeking to become the benchmark for good governance not only in public companies – its traditional field of application in practice – but also smaller ones, as well as the public sector. This was also a stated goal of King III, but the draft Report deals with this aspect in a far more express and nuanced manner both in
its explanatory introduction, its principles, and the general language used in it. The Draft Report also includes supplements for how the principles may apply differently in sectors such as municipalities, SMEs, NPOs, and SOEs. (King IV Sector Supplements, 2016) As such, the Report’s coming into effect may have far-reaching implications for what is seen as best practices and good governance all around.

While King III dealt with IT Governance in isolation, it has been stated that King IV seeks to approach and deal with this in a much more holistic manner given the pervasive effect of IT on business. (Draft King IV Report, 2016; Giles, 2016) This article seeks to consider IT governance in South Africa by looking at the current position in King III and comparing it to the new position proposed in the draft of King IV. This will be done in the light of developments both in foreign countries and international standards, along with critical commentary on King III itself. In doing so, a general overview of IT Governance principles and practices will be given, before moving on to a discussion of international instruments and the position in foreign countries. Subsequently, the focus will be moved to a critical comparison of IT Governance principles in King III and the draft King IV before concluding.

2. An Overview of IT Governance Practices and Principles

The general principle of IT governance is that management and the board should ensure that IT projects and systems are in line with overall objectives of the company, and that the risks and complexity related to these aspects are sufficiently managed. Given the great costs related to IT and the fact that mismanagement often creates systems that are unsuitable, principles of IT governance seek to assess whether or not related company processes are fit and proper in relation to their stated purpose. As such, individuals managing and measuring these processes should have the appropriate skill and awareness. (Wixley & Everingham, 2010; Cassim et.al, 2012)

Aspects relating to protection of information, the management of information and the protection of personal information processed by companies are considered key when assessing the sufficiency of IT governance practices. IT systems without proper, sophisticated, adaptive controls and security mechanisms can easily fall prey to cybercrimes, such as denial of service attacks and unauthorised access to sensitive information. (Naidoo, 2009; Ragan, 2013; Etsebeth, 2005) If ever there was doubt about the inherent importance of the above aspects, it has been wiped away clean by recent tech-scandals such as the hacking of Sony Pictures Entertainment and the Ashley Madison data breach. The 2014 Sony Pictures hack was a supposed retaliation by North Korea to the intended release of film ‘The Interview’ in the same year. The hack brought about a leak of approximately a hundred terabytes of sensitive information. (Betters, 2014) The Ashley Madison data breach of 2015 was a situation where a group set about leaking some twenty-five gigabytes of company data which it had gathered by hacking company servers. Ashley Madison is an enabling website for extramarital affairs. The data in question was extremely sensitive information of approximately thirty-seven million customers. This was
vastly damaging to the company, resulting in the company’s withdrawal from listing publicly with an intended $200 million initial public offering. Prominent members of society were also embarrassed as a result. (Thomsen, 2015; Krebs, 2015)

A variety of approaches to the implementation of corporate governance, of which IT governance is a subset, can be identified. As stated above, certain countries have adopted self-regulatory codes, while others have introduced legislative interventions – more informally referred to as soft law and hard law respectively. While some countries lean towards the former approach and others to the latter, most have effectively opted for a hybrid approach. Examples of foreign self-regulatory codes include the FRC Corporate Governance Code of the United Kingdom, the ASX Corporate Governance Principles in Australia, and the NYSE and NASDAQ Rules in the United States, as well as the OECD Corporate Governance Principles. Examples of legislation include the Sarbanes-Oxley Act in the United States along with several EU directives notably dealing with governance in the financial sector. Provisions relating to corporate governance are also found in the company legislation of Australia and South Africa. (Koornhof, 2013)

When comparing the above hard law and soft law, the most notable difference is the required standard of compliance, with the former generally adopting a strict application, and the latter comprising a more lenient and flexible approach. The so-called ‘comply or else’ standard is most effectively showcased through enactment of the US Sarbanes-Oxley Act in 2002. This is a strict and somewhat harsh response to a large array of corporate scandals in the USA during the early 2000s. All corporate entities are required to comply, with no exceptions. This model of corporate governance has been praised for holding all corporate entities equally accountable and critiqued in that it isn’t applicable all the time given that the scale of business carried out by companies may vary too considerably. (Hill, 2006; Koornhof, 2013)

In contrast to the above, the ‘apply or explain’ or ‘comply or explain’ standard is generally associated with self-regulatory codes. In essence, entities are given a set of standards, principles and/or recommendations to follow, but are not mandated to follow all of them necessarily. Instead, they may choose what is most appropriate to them and explain their non-compliance accordingly. This was the model applied by earlier versions of the UK Combined Code, the Dutch Tabaksblat Code, and the first two versions of the King Report. A newer variation on this standard, which was adopted by King III, is the so-called ‘apply or explain’ approach which expects companies either to apply the recommendations of the Code, or (in deviating from the recommendations) explain how they at least adhere to the overarching principles found in the Code. While still flexible in its application, it creates an additional layer of accountability whereby companies can’t simply disavow the principles of the Code. (Naidoo, 2009) In the explanatory memorandum to the draft of King IV it states that the flexible approach adopted in King III should be retained, but uses a slightly more onerous “apply and explain” approach, assuming that companies have complied with its principles as a point of departure. (Draft King IV Report, 2016)
3. International standards and foreign implementation

It is prudent to consider international best practices, given that principles related to IT governance have been around in some manner or form for quite some time, and have since been tabulated in various international standards. The most prominent ones will be discussed briefly below, along with the positions adopted in foreign countries.

a. Control Objectives for Information and Related Technology (COBIT)

COBIT is a widely used comprehensive framework which links business risks, needs for controls and technical issues associated with IT Governance. (Naidoo, 2009) Its framework provides metrics and maturity models to assess how the above issues are managed, and also identifies the associated responsibilities of business and IT process owners. (Mingay & Bittinger, 2002; Moeler, 2008; Marnewick & Labuschagne, 2011)

The newest iteration, COBIT 5, adopts five principles, and places an increased focus on processes, enterprise goals and enablers aligned with these principles. (ISACA, 2012) Principle 1 seeks to meet stakeholder needs by maintaining a balance between the realisation of benefits and the optimisation of risk and use of resources. Principle 2 seeks to integrate governance of enterprise IT into enterprise governance, holistically covering all IT-related functions and processes within the business from end to end. Principle 3 encourages the application of a single, integrated framework, noting that in the modern era there is a need to not only recognise but also align with other international standards. Principle 4 advocates a holistic approach to IT, noting that there are various ‘enablers’ which determine efficient and effective governance and management thereof, such as principles, policies frameworks; processes; organisational structures, corporate culture, and the skills and competencies of people within the business. Finally, Principle 5 seeks to separate governance from management, making a clear distinction between the two. In this regard, it states that: “Governance ensures that stakeholder needs, conditions and options are evaluated to determine balanced, agreed-on enterprise objectives to be achieved; setting direction through prioritisation and decision making; and monitoring performance and compliance against agreed-on direction and objectives.” On the other hand, it emphasises that “[m]anagement plans, builds, runs and monitors activities in alignment with the direction set by the governance body to achieve the enterprise objectives.” As such, it distinguishes between the holistic, steering function of a board, including independent and non-executive directors, and the more specific day-to-day running of the business, dealt with by executive directors and management committees.

It should be noted that King III is considered to be most in line with COBIT, and the general sentiments about the division between governance and management are echoed therein. In fact, the King Report expressly notes that the implementation of COBIT could help achieve adequate IT governance. (King Report, 2009; Steenkamp,
However, this reference was to COBIT 4.1, which used a different method to COBIT 5. It will be considered below whether this trend is followed in the draft of King IV.

b. ISO/IEC 38500

The ISO/IEC 38500 standard provides a framework with a view to assist those at the highest levels of organisations to understand and fulfil their legal, regulatory and ethical obligations in respect of the use of IT in their business structures. To this end, it places IT at a strategic level and looks at it from a demand standpoint, focusing rather on how IT can be used by a business than how it is implemented. Crucially, it places emphasis on top management’s behaviour in relation to IT governance, distinguishing clearly between the concepts of governance as a heightened and integrated degree of responsibility, and management, which is a more delegable and diluted responsibility. (ISO/IEC 38500:2015) Whereas COBIT adopts a more holistic view, this standard favours a more top-down approach. (Sylvester, 2011)

The standard prescribes three main tasks which directors should implement in governing the use of IT within their businesses, along with six overarching principles. The three tasks prescribed by ISO are the following: firstly, directors must evaluate the current and future use of IT in the company; secondly, directors must prepare and implement plans and policies to ensure that the use of IT meets the business objectives of the firm; finally, directors are to monitor the firm’s conformance to policies and plans as set out by management. The six principles advocated by the standard are: ensuring that IT responsibilities are clearly established; aligning corporate and IT strategy; ensuring that IT acquisitions and investments are made properly; ensuring that IT delivers its required performance; ensuring that IT conforms to all compliance requirements; and finally ensuring that IT policies and practices take human behaviour into account. (ISO/IEC 38500:2015; Harmer, 2015) Notably, while these principles prescribe what should happen, they do not always expressly state how, when or by whom it should be implemented. COBIT 5 recognises this aspect and uses it as a point of departure in aligning itself with the ISO standard. (ISACA, 2012)

c. The Calder-Moir Toolkit

In considering IT governance holistically, Calder submits that none of the above international standards provide full and comprehensive guidance, and consequently that other remedies must be sought. It is further noted that attempting to use these frameworks concurrently is also problematic given that they at times overlap and at others are at odds with one another. When firms try to reconcile these aspects, it may cause unnecessary wastage of resources and time, and essentially detracts from the main objective, namely the governance of IT. (Calder, 2008) To this end, the so-called Calder-Moir IT Governance Framework (colloquially known as the Calder-Moir Toolkit) was developed.
The toolkit is divided into six quadrants, arranged in a cyclical manner, relating to business strategy; risk, conformance and compliance; IT Strategy; managing change; maintenance of the information and technology balance sheet and, finally, operational management. The first three deal with planning in general, covering the processes for the establishing of directions, specifying constraints and decision-making. The last three in turn cover the development of new capabilities and the management thereof as well as the use of IT to deliver business products and services. (IT Governance Ltd, 2013)

True to its arrangement, the process of applying the toolkit is also cyclical, starting with business strategy and ending with operational management. Each of these quadrants is divided into three ‘layers,’ the inner (denoting key issues to be dealt with by the board), middle (the executive management’s responsibilities) and finally the outer layer (related to IT practitioners and delegated implementation). (Calder, 2008)

Essentially, the toolkit is a ‘meta model’ for the coordination of frameworks and the organisation of IT governance. While it often refers to the ISO standard, the toolkit is in itself intentionally devoid of such content in order for it to be able to be adapted to any particular strategy or corporate governance regime. (IT Governance Ltd, 2013)

d. Implementation of IT Governance in other countries

As already mentioned, most countries use some kind of hybrid system when it comes to corporate governance in general, with certain aspects covered by legislation and others by self-regulatory codes. In the United States, legislation such as Sarbanes-Oxley largely deals with financial matters, with more nuanced aspects of corporate governance for listed companies being dealt with in the listing requirements of stock exchanges. Both Section 303A of the NYSE Listed Company Manual and the NASDAQ Marketplace Rule 5600 Series, which state the corporate governance standards for their respective exchanges, are wholly silent on the issue of IT governance. However, the NYSE Corporate Governance Guide does mention that the best practices for listed companies would be to adopt COBIT (Rosenblum et al, 2014). The United Kingdom position is practically the same, with neither the 2006 Companies Act nor the 2014 Corporate Governance Code providing specific guidance. The 2015 OECD Principles are similarly silent. It is submitted that a possible reason why most country-specific codes are silent on the subject of IT governance is as a result of multinational corporations which, given that they operate globally, likely adopt international standards for such issues, rendering it somewhat moot.

The only notable country to adopt its own standard was Australia, with the publication of AS8015 in 2005. The standard’s framework provides for six principles of good IT governance, namely; establish clearly understood responsibilities for ICT, plan ICT to best support the organisation, acquire ICT validly, ensure that ICT performs well, whenever required, ensure ICT conforms with formal rules and
ensure ICT respects human factors. Furthermore, the standard denotes that governance responsibility is subject to delegation to “senior managers, technical specialists, vendors and service providers.” It ultimately formed the backbone of the ISO/IEC 38500 standard, which has effectively replaced it. (Ramin Communications, 2016)

4. Comparing King III to the draft King IV Report

The principles of IT governance in King III are found in Chapter 5 and seek to highlight the most salient aspects for directors to focus on. Due to the broad and ever-evolving nature of the topic, it does not try to be the definitive text on the subject but rather to create a greater degree of awareness at board level.

King III states that pursuant to the digital nature of business conducted today and the vast automation reform of enterprise, information technology has become such an integral part of the business model in South Africa that there is a need to regulate it distinctively as it forms part of the larger corporate structure. Specific notice has been taken of how IT is and can be used as a ‘strategic asset’ to gain a competitive edge in the marketplace. One of the key aspects that King III sought to rectify is the perception that IT governance is ‘the IT department’s responsibility’ and not that of top-tier management. (Steenkamp, 2011)

Chapter 5 provides 7 overarching principles, namely that: the board should be responsible for IT governance; IT should be aligned with the performance and sustainability objectives of the company; the board should delegate to management the responsibility for the implementation of an IT governance framework; the board should monitor and evaluate significant IT investments and expenditure; IT should form an integral part of the company’s risk management; the board should ensure that information assets are managed effectively; and finally, the risk and audit committees should assist the board in carrying out its IT responsibilities. Along with these seven principles are 48 recommendations that outline how this should be enacted. Some of the notable specific recommendations include that companies should adopt an IT Charter and that a suitably qualified Chief Information Officer should be appointed.

King III speaks to IT governance in a very concise manner and has been criticised for being ambiguous at times, with specific reference to the potential uncertainty and confusion that may arise when determining whether a specific principle has been complied with. Businesses wishing to satisfy compliance have therefore sought assistance from international standards and compliance toolkits. (Etsebeth, 2010) While these aspects are mentioned in Principle 5.6, King III has been criticised for failing to sufficiently deal with aspects related to information security and information privacy. (Ragan, 2013) While this is a criticism of the Report itself, it should be noted that legislation such as the Protection of Personal Information Act, 2013 and the Promotion of Access to Information Act, 2000 may to a certain extent rectify this situation in relation to information privacy. Information security is also,

Turning to the draft King IV Report, the text also does not pretend to be a definitive one in relation to IT governance. Nevertheless, an increased emphasis on information technology is placed in the draft’s foundational concepts, describing its advent as ‘the fourth industrial revolution’. Additionally, recommended practices of principles tangentially related to IT can be identified. Firstly, it is noted that organisations are to engage with stakeholders in new ways, of which digital communication platforms such as social media form a part. This is reiterated in Principle 5.1. Secondly, firms are required to adopt a ‘new perspective of risk’ since risks are evolving, due to globalisation and increased connectivity. Thirdly, a key aspect which is raised is the fact that more categories of jobs will be automated. The industries of robotics and artificial intelligence will thus become more prominent, forcing organisations to consider the effect of this on business, employees and larger society. Fourthly, its conception of the role of the governing body entails managing technology and information in a manner that supports the organisation’s defining core purpose and setting out and achieving strategic objectives. Finally, Principle 3.4 advocates that responsibilities for functional areas including technology and information be managed with appropriate experience, be appropriately resourced and sufficiently defined so as to create certainty. While the phrases ‘information security’ and ‘information privacy’ are not expressly mentioned, it is submitted that, when holistically analysing the text, they are seen as priorities.

Principle 4.2 of the draft report reiterates that the governing body should govern technology and information in a way that supports the organisation in defining its core purpose and to set and achieve strategic objectives. Seven recommended practices are stated in relation to this. These practices are that: the governing body should provide strategic direction for management in respect of IT; the governing body should approve policy that articulates strategic use and direction of IT; that such policy should adopt appropriate standards to give effect to strategy; the governing body should delegate to management the responsibility of implementation of policy on IT, not only in respect of day-to-day activities, but also in relation to medium to long-term decision-making, activities and culture in general; the governing body should oversee the adequate and effective implementation of technology and information management; the governing body should oversee the management of cyber-security risk; the governing body should periodically carry out review of the adequacy and effectiveness of the organisation’s technology and information function, and finally that there should be disclosure and reporting at each stage of implementation of IT policies. Essentially these principles encompass the governing body’s authority to delegate, oversee and review the governance of IT in the business structure. It is retains the concise and summarised nature similar to that of Chapter 5 in King III, and it is submitted that potentially the same problems in interpretation and implementation may arise.
It is submitted that what King IV seems to have done is attempt to incorporate into its text an approach similar to that of the Calder-Moir Toolkit. Seemingly it takes the most prominent best practices from each of the international standards and incorporates them in an effort to secure adequate and effective IT governance. Similar to COBIT 5, the draft King IV seemingly also makes a more pronounced distinction between aspects related to ‘governance’ and that of ‘management,’ opting for the delegation of responsibility with regard to implementing IT policies and process to management, while the governing body should be more involved in holistic policy development and the subsequent oversight of management. Whereas King III was influenced by the principles of COBIT 4.1, the drafters of the King IV appear to have placed their reliance on the provisions of COBIT 5.

Mervyn King, the former head of the King Committee, advocated that ‘a company’s board must be directly involved in IT governance’ (Steenkamp 2011). Where IT governance has been shown to be most effective is when it is governed by the board itself in line with the ISO standard and not that of COBIT. (Hardy, 2008) However, it is trite that members of the board cannot concern themselves with every single decision to be made on a day-to-day basis and as a whole may not always have the prerequisite skills and knowledge to make the right call. Milner criticises the lack of references in the draft to a Chief Information Officer or IT Steering Committee as one that could be problematic in this light. (Milner, 2016) Visser in turn argues that the importance of social media is understated, and that this should be emphasised. (Visser, 2016) Everingham also points out in his commentaries on the draft that in implementing Principle 4.2 it may prove difficult to assess return on investment in technology and information systems. As such, he notes that there should be a careful post-implementation audit of the actual delivery provided by such investment against what may have been promised. (Everingham, 2016) These lacunae may create a situation where organisations who are new to IT governance and do not view the Report in context with international instruments may inadvertently create inappropriate structures in comparison to what was specifically prescribed by King III. Notwithstanding these commentaries, the reaction to the draft has been largely positive. An alternative point of view to this would be that the Report shies away from using a check-list approach, rather opting to provide organisations freedom in determining how best to implement IT governance in their unique environment. It is submitted that one must take into account the nature and logistics of modern day business, to which end an amalgamated approach will be most beneficial. Seemingly, the draft King IV adopts such an amalgamated approach.

5. Conclusion

The draft of King IV recognizes IT as an integral part of nearly every aspect of corporate governance, not merely as a separate consideration placed within a standalone chapter. Also, added weight is given to the value of data and data structures, although they are not considered at length. Although King III deals with IT governance, it has been criticised as being vague and convoluted in its approach. This led organisations to consider the implementation of compliance toolkits which,
although rendering a satisfactory result, derogated from the King Code’s direct utility in respect of IT governance in a South African context. To this end the drafters of King IV have seemingly attempted to incorporate the strength of compliance toolkits by taking the best of each international standard and applying it throughout King IV.

The trend in most foreign countries has been to do away with any specific principles relating to IT governance, possibly in recognition of the fact that far better specialised instruments exist, and that it is unnecessary to reinvent the wheel in this regard. It can therefore be asked why the draft features any specific recommendations at all. It is submitted that a potential answer to this is that, given the isolated nature of the South African economy and the fact that King IV seeks to apply to a variety of sectors, at least some principled guidance may initially be required. While it can be stated that the provisions of the draft are largely a step in the right direction, it is submitted that in future, more – which in this particular instance would be less – can possibly be done in order to align the South African approach to IT governance with that of the rest of the world. Kneel down to the King? Possibly not yet. However, a respectful nod seems warranted.
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Abstract

The cyber-environment allows people to communicate via new platforms using the internet and devices such as mobile phones and tablets. Examples include Facebook and WhatsApp. Research has shown that an individual’s online behaviour can affect their offline behaviour when humans use the cyber-environment and mobile applications to communicate. This paper considers how mobile technologies can affect behavior that impacts the natural environment. Mobile applications such as TripAdvisor, Geocaching and Latest Sightings allow tourists to post reviews of tourism destinations and attractions. Location-based technologies give exact locations of objects or sights that motivate people to travel to specific destinations. Lately, the extent to which the use of the Latest Sightings app impacts the natural environment of the Kruger National Park (KNP) has been debated by the South African National Parks board (SANParks). Latest Sightings is a cell phone application that allows users to upload the exact time and location of the sighting of specific animals within the KNP. There is thus a greater possibility that visitors will see specific animals. This paper discusses the concept of responsible tourism technologies and how location-based tourism technologies can actually increase environmental responsibility. Geocaching is another example of how location-based technology is used to encourage people to visit specific destinations and be environmentally responsible. Geocaching is an international treasure hunting game that involves the use of GPS coordinates by participants to hide treasures, or caches, at specific tourist attractions. Fellow participants download the GPS coordinates and follow clues to find the cache – a hidden container with a logbook and trinkets inside. This paper makes use of desktop research to make recommendations concerning possible protocols that must be put in place to limit negative impact on the natural environment when technology is used by tourists.
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1. Introduction

Research has been done on cyber safety and cyber security and how individuals can behave responsibly in an online environment (UK Government, nd; DHS, 2016;
For the purposes of this paper the “cyber-environment” or “cyber-space” references online tourism organisations that includes Latest Sightings, TripAdvisor and Geocaching. The cyber-environment changes how tourists engage with and support tourism organisations and destinations. The cyber-environment enables tourists to gain remote but up-to-date information on tourism destinations and attractions and also customise travel arrangements (Ross, 2015:87-88; Limberger, dos Anjos, de Souza Meira & dos Anjos, 2014:59; Amoral, Tiago & Tiago, 2014:137-139). The cyber-environment can also provide information on tourists’ safety at specific tourism destinations. The Geocaching and TripAdvisor websites inform visitors of responsible activities and protocols that must be followed to ensure personal safety (Geocaching, 2016; TripAdvisor, 2016). Electronic word-of-mouth (e-WOM) is the term used when tourists inform each other and exchange information relating to tourism destinations, attractions and experiences with other tourists. Such online communication is seen as more effective and immediate than traditional means of communication (Nizamuddin, 2015:70-71; Matos-Rodriguez, 2014:1-3).

2. Objective and methodology

This paper focuses on how, when tourists use the cyber-environment to gain information about sights and on the natural environment, technologies must be used responsibly in order not to lead to negative consequences for the environment. This study was sparked when Latest Sightings and the Kruger National Park were featured in the news in June 2016. News articles highlighted the characteristics of Latest Sightings and the reasons the Kruger National Park (KNP) was unhappy with the application being used within the park. These characteristic and reasons have both been considered and further desktop research has identified and investigated two other online tourism organisations to determine how the problems between Latest Sightings and the KNP can be avoided and solved.

3. Popular tourism cyber technologies

Numerous deployments of the word ‘cyber’ have been researched. Descriptions agree that ‘cyber’ is a prefix that refers to computer-related activities, the culture of using computers, future technological development and/or the use of computer networks, virtual reality and the Internet (Clark, 2010:1-4; Oxford, 2016; Merriam Webster, 2016; Cambridge, 2016). Clark (2010:1-4) agrees, but elaborates by mentioning that cyber-environments can also include the communication of information between people through electronic devices – such as cell phones or tablets. How cyberspace is used influences how people experience it and may vary depending on people’s preferences and geographic region (Clark, 2010:1-4). The cyber-environment has changed the structure of tourism (Kourtit, Nijkamp et al,
Cyber-tourism refers to a tourism experience that occurs within a cyber-environment only. Therefore, cyber-tourism does not involve any physical impact on the natural environment or transportation to a physical tourism destination or attraction (Ross, 2015:87-88). Cyber-communication can help to reduce or further enhance face-to-face experiences, depending on the individuals, the situation or the technology. The physical experience between tourists and the tourism destination or attractions can be mediated by information communicated in the cyber-environment (Ross, 2015:89). Electronic-Tourism (e-tourism) involves information technology being incorporated into the tourism industry and aim to make processes more efficient (Khosrow-Pour, 2015:3646). E-tourism differs from cyber-tourism. E-tourism reduces geographic differences, reduces the time spent on tourism activities and increases tourist interaction with tourism organisations and other travelers (Kourtit, Nijkamp et al, 2011). Certain organisations that operate within a cyber-environment have combined the characteristics of cyber-tourism and e-tourism. Three such organisations are TripAdvisor, Latest Sightings and Geocaching. These were chosen for this research study as they are organisations that involve constantly-updated information that influences travel decisions, necessitates interaction between individuals, and involves individuals sharing trustworthy information and locations of attractions (Limberger, dos Anjos, de Souza meira et.al., 2014:59-61).

3.1 TripAdvisor

TripAdvisor was created in 2000 and mostly involves reviews from customers. The organisation is the online world leader in helping tourists to make travel decisions (Limberger, dos Anjos, de Souza Meira et.al., 2014:59; Chua & Banarjee, 2013:23-25). TripAdvisor is the largest online platform that distributes tourism-related information between approximately 350 million tourists that make use of TripAdvisor to share information. Visitors to TripAdvisor create a username and password and can post comments that relate to specific tourism destinations or attractions without their real identity becoming known (TripAdvisor support, 2016; Matos-Rodriguez, 2014:1-3). The website boasts more than 170 million reviews and is visited by more than 280 million travellers (Matos-Rodriguez, 2014:1-3). On average, one comment is posted every second. Fellow tourists and tourism organisations can respond to the posts. TripAdvisor uses technology to screen the posts to ensure that the posts are family-friendly and not fraudulent. The screening process takes up to 48 hours and research has shown that reviews are reliable (Cordato, 2014:259; Chua & Banarjee, 2013:23-25). Biased or fraudulent comments as well as private or promotional content cannot be posted. Second-hand information and posts about experiences that are older than one year are also discouraged. Tourism destinations or attractions are not allowed to post comments regarding their own establishments, unless these are in response to a post by a tourist (TripAdvisor support, 2016). Tourists that post on TripAdvisor agree that the information they post is their own opinion, that they have no relationship with the organisation featured in the post and that they are not paid to make the post. If the screening process flags a post, the post is removed. Tourism organisations are also encouraged
to flag and report fake reviews (Cordato, 2014:259-260). The website allows visitors to select a location and type of organisation to see reviews from other travelers or make a booking. To view posts, the first step is to choose a destination and the type of organisation or activities that are of interest. General information on the destination can be obtained from the ‘Overview’ option. Alternatively, information can be obtained on hotels, flights, attractions or activities and restaurants. Upon clicking on one of these options, a new window is opened that gives information on the hotel and the reviews posted by other visitors (TripAdvisor, 2016).

3.2 Latest Sightings

Nadav Ossendryver created the Latest Sightings website and cell phone application in 2011 after he visited the Kruger National Park (KNP). The number of members soon reached 76 000 (News24, 2016b). The aim of the Latest Sightings cell phone application (L.S. app) is to encourage people to see wildlife and to collaborate with the park to protect wildlife (Sguazzin, 2016). Ossendryver said that he is willing to work with the KNP to look at the effects the L.S. app has on the KNP (BBC, 2016). The researcher downloaded the app. Upon downloading the app, you can choose an applicable national park and the types of animals you want to see. A username, real name and email address are necessary to register. Screenshots of the app are given below (Latest Sightings, 2016):
Image 2: Latest Sighting cell phone application – post and maps  
(Latest Sightings, 2016)

The first screenshot on the left shows the posts by the L.S. app users. The post shows what animals visitors saw and how visible the animal(s) were. Regular updates also give the time, location and amount of traffic at the sighting. Other Latest Sightings users can then comment on and/or like the post. L.S. app users can access a map which informs them where and for how long ago the animals were sighted. Image two and three are examples of the map. The colour of the icon varies depending on how long ago wildlife was seen at that specific location. The type of animal and exact location are given if L.S. app users click on the map. The location of the L.S.
app user is also given (Latest Sightings, 2016.). In order to receive updates, cell phone reception is necessary but at present this is only available in certain areas within the KNP (SANParks, 2016).

6.1. 3.3 Geocaching

The United States increased GPS accuracy when they removed Selective Availability in May 2000 (Dyer, 2010:v; Peters, 2004, 6, Geocaching, 2016). In response, Dave Ulmer filled a container with books, videos and pens and hid the container in Portland. He took the GPS coordinates and posted the GPS coordinates on the Internet with a message. The message encouraged people to use the GPS coordinates to find the container and replace any item with another item that is of the same or greater value. Mike Teagan was the first to find the treasure (Dyer, 2010:3-8; Peters, 2004).

This led to a craze with an official Geocaching.com website being created in the year 2000; geocachers must now be registered to get information on geocaching and geocache locations. Participants of the game are called ‘geocachers’ and non-participants are called ‘muggles’. The containers in which trinkets are hidden are called ‘caches’ or ‘geocaches’. Over 3 million geocachers and an almost equal number of caches make geocaching the largest treasure-hunting and outdoor adventure game to date. Geocachers have found caches over 241 million times in 184 countries on all seven continents and even at the bottom of the ocean. South Africa has approximately 7900 caches (Geocaching, 2016).

Geocaching encountered problems when landowners complained that geocaching caused environmental damage to their properties. Examples of such organisations are national parks (Wilderness, 2004). The geocaching website attempts to make registered members aware of what not to do. For example, that they should not break the law. In certain areas law enforcers are aware of geocaching and are able to reprimand geocachers for unlawful actions. Premium geocaching members help to ensure that the correct procedures are followed when a new cache is hidden. Lastly, property owners must give permission for each individual cache to be hidden on their property. If these rules are not followed, Geocaching reserves the right to terminate membership or to remove a cache (Geocaching, 2016).
Geocachers hide caches in various locations. The level of difficulty in locating the caches and the kind of terrain in which the caches are hidden vary – making it more or less difficult to find a cache. To participate in the game, one can seek and/or hide caches. Members register on the website for free by giving their real name, a username, email address and location. The website gives clear instructions on the do’s and don’ts of the game. Locations of existing and new geocaches can only be found on the website or cell phone application if accessed by a registered user. The image below shows a map giving the location and types of geocaches (Geocaching, 2016).

Image 2: Map of geocaches (Geocaching, 2016)

The screenshot above indicates the username of the geocacher in the top right-hand corner. The majority of the screen shows a map of the Port Elizabeth beachfront area and shows the caches in that area. Upon clicking on a cache, some information is given about the cache in a white pop-up window. The cache link on the map gives the geocacher the name of the cache next to an icon that shows the type of cache. The name of the geocacher who hid the cache, the date the cache was created, and the size of the cache are also provided. The difficulty level for this cache is three (average difficulty) and the terrain is five (very difficult to access). Geocachers who are interested in finding this cache can choose to bookmark it if they want to find it at a later stage or send the GPS coordinates straight to their GPS device if they plan to find it immediately. If the cache has already been found, the geocacher can click on the ‘log find’ link to gain further information. The link directs the geocacher to a clue that gives information on the specific geocache, the GPS coordinates and how difficult it is to find (Geocaching, 2016; Dyer, 2010:77-90; Cameron, 2011:11-20).
At the top of the clue, similar information is given to that which was given on the map. Directly below are driving directions, waypoints and GPS coordinates that give information on reaching the cache location. In the middle of the clue, information is given about the area and suggestions on how to approach the cache. An additional encrypted clue is given that will help geocachers find the cache upon arrival at the location. Below the description it states that 43 people have found the cache and 5
havn’t. The geocacher can view five comments that relate to the find and see that the cache has been temporarily disabled once, listed and published once, and needed maintenance twice. Additional information is given on the right-hand side of the screen. It gives links to photos people have taken and allows the geocacher to ignore this particular geocache, bookmark it for later, or log it. Below these options appear the attributes of this particular cache. The attributes indicate that it is not advisable for geocachers to look for this cache at night and that it is not safe for children. There are picnic tables, public phones, restrooms and transport available at the site. Swimming, wading, scuba gear or a boat may be necessary to reach the cache. Lastly, the cache involves difficult climbing and is located in a scenically beautiful area (Geocaching, 2016; Dyer, 2010:77-90; Cameron, 2011:11-20).

Both the geocaching and L.S. apps impact the natural environment to a greater or lesser degree. The next section briefly explains responsible tourism when it comes to natural environments and how technology impacts the natural environment.

4. Tourism related cyber-technologies and the impact on responsible tourism

The Department of Tourism states that responsible tourism contributes to conservation, involves local people in decisions and offers environmental experiences that are enjoyable, meaningful and educational (Department of Tourism, 2016). Responsible tourism is seen as important by the South African government, but it is debatable how invested businesses are in promoting responsible tourism. Responsible tourism aims to improve the attractions and destinations that tourists visit and is defined as activities that aim to reduce the negative impact on the environment, while simultaneously benefitting an area in economic, social and environmental ways. Furthermore, the aim is to improve the attractions and destinations that tourists visit (Tichaawa & Samhere, 2015:402-403). The factors that are necessary to encourage responsible tourism have been widely debated (Carasuk, Becken & Hughey, 2016:23). The South African National Parks board (SANParks) suggests that responsible tourism means tourism that is integrated with the environment, takes into account the local population and economy. Responsible tourism stems from the realisation that tourists and organisations can have a negative impact on the environment and that responsible tourism practices should encourage tourists and organisations to become more aware of their actions (Tichaawa & Samhere, 2015:402-403, News24, 2016a&b). Latest Sightings has incorporated responsible tourism through projects that include the Predators Project in the Greater Kruger Park, the Wild Dog Project, the Martial Eagle Project, the Ground Hornbill Project and the Project Rhino KZN/Operation Change/Wildfest projects (News24, 2016c).
However, due to the technology involved, it is debatable whether Latest Sightings’ and SANParks’ definitions of responsible tourism are the same. In News24 articles of 8 to 14 June, the impact of technology on the natural environment in South African national parks is said to be so negative that SANParks is considering legal action to disallow KNP visitors to use the L.S. app. It is said that the L.S. app encourages tourists to disregard SANPark rules and policies. Accusations of irresponsible behaviour mention that the Latest Sightings app encourages tourists to ignore the speed limit in the park, causing increased congestion at wildlife sightings and increased animal deaths due to speeding.

The Latest Sightings website and cell phone application does not inform or remind tourists that it is their responsibility to follow park rules and laws when the L.S. app is used. The next section analyses TripAdvisor, Geocaching and Latest Sightings in terms of what aspects could enable these technology-based organisations to be more environmentally responsible.

5. Critical analysis of the three cyber technologies

The discussion above mentions similarities and differences between the three online organisations that are highlighted below. The first similarity is that, through technology, accurate and up-to-date information on tourist attractions and destinations is posted and shared by travelers via mobile devices connected to the Internet. The second similarity is that all three online organisations influence the behaviour of tourists. The third similarity involves environmental responsibility which is incorporated into all three online organisations to a greater or lesser degree before, during and after the use of technology. A fourth similarity is that all three online organisations are dependent on external or third-party organisations that are separate and not directly related to the online organisation. Furthermore, the organisations have rules that must be adhered to by travellers and the organisations themselves. The differences between the three online organisations are discussed below.

All three organisations offer cell phone applications that involve location-based technologies. TripAdvisor shows the locations of tourist attractions whereas Latest Sightings and Geocaching show the location of the tourists and the attraction. The location plays an important role as it motivates tourists to travel to specific destinations. TripAdvisor and Geocaching involve worldwide travel destinations, whereas Latest Sightings only involves local destinations within certain National Parks in South Africa. The attractions posted on TripAdvisor and the location of
Geocaches on the geocaching website are both stationary. Thus, regardless of how long tourists take to travel to the destination, the attraction and geocache will still be at the same location. On the other hand, the wildlife posted on the L.S. app does not remain stationary. So, if a tourist takes too long to reach the location, the animal may not be at the same location anymore.

TripAdvisor does not implement policies regarding environmental responsibility. However, organisations that practice environmental responsibility receive positive reviews and recognition from tourists. Geocaching actively encourages environmental responsibility and incorporated environmental responsibility as part and parcel of the activity soon after it was established. Geocachers must follow certain rules when they hide or seek caches to ensure that the natural environment is not harmed. If the environmental responsibility portion of the game were removed, it could affect the activity as it currently exists. With Latest Sightings, environmental responsibility is also present, but it is not necessarily part of the activity when travellers use the L.S. app. Environmental responsibility takes the form of additional activities. If the environmental responsibility and conservation activities were removed, people could still use the L.S. app to locate and view wildlife.

All three organisations depend on the property of third parties. TripAdvisor and Geocaching encourage people to visit destinations internationally. If one property owner chooses not to be involved with TripAdvisor or geocaching, it will have a minimal impact on the two organisations. Latest Sightings is a South African company that can only be used in a limited geographical area. If the KNP restricts the use of the Latest Sightings cell phone application, it will have a significant impact on Latest Sightings, as it will restrict the activity in the whole park - a significant setback considering that the L.S. app is only used in a couple of National Parks within South Africa.

TripAdvisor does not publish reviews that are fraudulent and not family-friendly. Geocaching has a system in place where geocachers are reprimanded by fellow geocachers if they do not follow the rules. Latest Sightings does not seem to have repercussions for unlawfulness, such as speeding and reckless driving.

6. Conclusions and recommendations

If Latest Sightings adopts some of the approaches employed by TripAdvisor and Geocaching, the researcher believes that Latest Sighting can continue to work with SANParks; it should encourage tourists to use the L.S. app in a responsible manner
that is in line with the type of responsible tourism that SANParks aims for. The first consideration is to use location-based technologies to track the speed at which L.S. app users travel from their original locations to the wildlife sighting. This will establish whether the user drove recklessly above the speed limit to reach the destination or not. The second consideration relates to environmental responsibility that must be incorporated into the activity itself. Increased information on the rules of the property on which the tourists find themselves (such as the KNP) and the consequences of not following the rules should be communicated more directly to L.S. app users. To encourage L.S. app users to follow these rules, repercussions should be implemented and enforced. An example of a repercussion would be that L.S. app accounts are blocked and such users would thus not be able to locate wildlife through the L.S. app and speed to the sighting. Latest Sightings have stated that they want to work with SANParks so that the app can continue to be used within the KNP. The L.S. app user’s name and email address can be supplied to SANParks so that SANParks can reprimand tourists for not following park rules. Furthermore, the location of animals can be shared with SANParks which will help SANParks to more closely monitor animals within the park.

The aim is not to isolate cyber-technologies from the tourism experience. Cyber-technologies should be incorporated into the tourism experience but should encourage responsible behaviour within the cyber physical and socio-economic environments. The aim is to have responsible tourism technologies that benefit tourists, organisations and the natural environment.
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Abstract

Social media has transformed the way marketers and consumers communicate with each other. Facebook has become the most popular social networking site in the world thus presenting organisations with opportunities to convey relevant information to consumers. Brand fan pages allow consumers to fully engage with a brand in their own time and according to their specific needs. This study recognises the importance of Facebook brand fan pages and their current and intended use in the marketing domain. It examines the effects of consumer’s exploratory buying behaviour and the resulting influence of this behaviour on the intentions of consumers to visit Facebook brand fan pages. The theory of planned behaviour provides the primary underpinning theory in the study alongside that of the consumer decision making process.

This study employed a descriptive research design alongside a positivistic paradigm and quantitative approach. A survey was conducted amongst 384 respondents located in the towns of East London, Bhisho and Alice in the Eastern Cape Province of South Africa (SA). Convenience sampling was used to select respondents and these respondents were aged between 18 and 64 years. Various statistical tests were used to establish reliability and validity of the measurement instrument as well as the significance of the hypotheses posed.

The study established that exploratory information seeking is significantly related to consumers’ intentions to visit Facebook brand fan pages whilst on the other hand exploratory acquisition of products is not related to consumers’ intentions to visit Facebook brand fan pages. Findings indicate that South African consumers visit Facebook brand fan pages to confirm their views regarding the brands they already buy, and not necessarily to find information about new brands.
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1. Introduction

Facebook, a social media site founded by Mark Zuckerberg in 2004, has changed the definition of socialisation (Darvell, Walsh & White, 2011). Marketers have inherently followed consumers to these social platforms for various marketing
reasons (Malmivaara, 2011). Facebook brand fan pages have found vitality in consumer engagement with marketers strategically tapping into Facebook (Tsai & Men, 2013). A brand fan page is a profile created by business or marketing managers who communicate brand-related information to its users (Chow & Shi, 2015). Beyond the primary objective of engagement between marketers and consumers, the latter are also observably relying on each other’s opinions on these pages and engaging with each other in discussions around their most preferred brands. Accurately quantifying reasons for such visits has been proven to be difficult based on diversity in consumer behaviour (Wallaee, Buil, de Chernatony & Hogan, 2014). However, it is believed that fans of a brand who visit Facebook brand fan pages have the same primary goal of a unified identity (Tsai & Men, 2013).

2. Research Problem

Marketers are interested in every consumer who visits their brand fan pages and identifying the factors that influence these visits would provide them with valuable information regarding their customers’ behaviour (Hanzaee, 2011). Few studies currently exist which explain consumers’ intentions to visit Facebook brand fan pages especially in SA. Further, a lack of understanding and evidence of how liking Facebook brand fan pages impacts on consumers’ current and future visits also exists (De Vries, Gensler & Leeflang, 2012). This study sought to explore whether buying behaviour determines intentions to visit Facebook brand fan pages. The study further determined whether exploratory acquisition of products and exploratory information seeking behaviour influence intentions to visit Facebook brand fan pages. Understanding the factors that influence consumers to visit Facebook brand fan pages will help to create and develop better electronic marketing strategies.

2.1 Research Objectives

The research study’s primary objective is to examine the extent to which exploratory buying behaviour influences consumer’s intention to visit Facebook brand fan pages.

2.1.1 Secondary Objectives

- To determine if exploratory acquisition of products behaviour is related to consumer’s intentions to visit Facebook brand fan pages.

- To determine if exploratory information seeking behaviour is related to consumer’s intentions to visit Facebook brand fan pages.
3. Literature Review

Facebook is an internet application created for social connectivity and is used as a panel of interaction between individuals and organisations through texts, pictures and videos (Kaplan & Haenlein, 2010; Mansfield, 2012). Its emergence as a dominant global social networking tool has been observed across businesses and industries at large. Facebook brand fan pages’ use has increased consumer opportunities for collecting brand information by including comments that enable sharing of advice between friends (Park, Wang, Yao & Kang, 2011). Consumers are increasingly using brand fan pages to interrelate with other brand customers, thus widening and supporting the importance of electronic word of mouth.

Facebook brand fan pages therefore have become an essential form of electronic word of mouth for marketers (De Vries et al., 2012). Word of mouth, in-person and electronically, is considered to be one of the most effortless yet valuable marketing communication methods that grows brand recognition and in turn improves business profits. In spite of Facebook’s commercial potential, few studies have been conducted, specifically in SA, to understand what influences consumers to visit Facebook brand fan pages.

3.1 Theory of planned behaviour

The theory of planned behaviour defines consumer’s intentions that result in observable actions undertaken (Ajzen & Fishbein, 1980). Summarised by the three antecedents of attitude towards behaviour, perceived behavioural control and subjectivity, an understanding of Facebook users’ behaviour can be assessed through this theory (Ajzen, 1991; Cameron 2010). The theory suggests that where there is intention, there is action which allows for an assumption of a significant relationship between intentions to visit Facebook brand fan pages and actual behaviour (Ajzen & Fishbein, 1980).

3.2 Exploratory buying behaviour

Exploratory buying behaviour is explained as part of the consumer decision making process whereby consumers engage in activities to obtain stimulating experiences, brand variation and change, and to obtain information about products and brands (Hanzaee, 2011). Time constraints have a solid impact on exploratory buying behaviour as it influences consumers’ intentions as well as their decisions (Malmivaara, 2011; Shin, 2014). Facebook fan pages have become a rich source of information, allowing consumers to quickly and easily explore many different brand
and product options and make a satisfactory comparison with other like-minded consumers (Huttunen, 2013).

Consumers visit social media sites such as Facebook brand fan pages to fulfil their pre-purchase information needs (Mir, 2014). The more consumers browse a Facebook brand fan page, the more likely they are to be exposed to brand information that aids in decision making. The concept of exploratory buying behaviour can be sub-divided into two elements, namely, exploratory acquisition of a product and exploratory information seeking.

### 3.2.1 Exploratory acquisition of products behaviour

When visiting a Facebook brand fan page, consumers are exposed to sensory stimulation through posted brand content and new ideas which will assist them in making brand and product choices (Malmivaara, 2011; Park, Kee & Valenzuela, 2009). Consequently, consumers who score high on the exploratory acquisition of products scale would enjoy unfamiliar brands and seek variety in their purchases (Huttunen, 2013). Pre-purchase information gathering helps consumers in reducing the perceived risk involved in a purchase and also to make sensible brand choices (Muntinga, Moorman & Smit, 2011). The pre-purchase search is the primary consumer motivation for using Facebook brand fan pages and it is as a result of a consumer’s desire to make a quality brand purchase decision (Mir, 2014). It is likely that the search for new ideas and more variety would lead these consumers to visit more Facebook fan pages and thus be exposed to many more customers’ views.

This study examines the concept of exploratory acquisition of products from both a brand loyalty and brand switching perspective. It measures the extent to which consumer’s brand loyalty and brand switching is relative to their intentions to visit Facebook brand fan pages. Thus, consumers who are prone to brand loyalty will not actively seek out new and novel brands and businesses on Facebook. The formulated hypothesis is therefore:

**H₁:** Exploratory acquisition of products behaviour is significantly related to consumer’s intention to visit Facebook brand fan pages.

### 3.2.2 Exploratory information seeking behaviour

Exploratory information seeking arises when consumers realise the inadequacy of the information currently held necessary to make purchase decisions (Legoh, Dauc & Ranchhold, 2009; Hanzaee, 2011). Consumers will then engage in a sense-making
process that equips them with the detailed brand information they require to reduce any uncertainty they may experience. Exploratory information seeking deals with the consumers’ need for cognitive stimulation through the acquisition of relevant brand knowledge (Legoh et al., 2009).

Consumers with a high need for exploratory information show enthusiasm for brand knowledge and are motivated to obtain first-hand information through engaging with others on Facebook brand fan pages (Huttunen, 2011). Due to the interactive nature of Facebook, fans of some brand fan pages establish relationships with brand experts and with other consumers, which allows for co-construction of information and engagement on the brand rather than being mere recipients of brand information, hence creating brand value (De Valck, van Bruggen & Wierenga, 2009). Based on this literature, the second hypothesis for this study is stated as follows:

**H2: Exploratory information seeking behaviour is significantly related to consumer’s intention to visit Facebook brand fan pages.**

### 4. Research Methodology

Research methodology refers to ways used by researchers to obtain, organise and analyse data (Tadić & Mamić, 2011). A paradigm is a broad view or perspective of something which explains the patterns of beliefs and practices that standardise inquiry within a discipline by providing lenses, frames and processes through which investigation is fulfilled (Crowther & Lancaster, 2008). A positivist approach was adopted for the purposes of this study which facilitated the adoption of quantitative methods to measure the extent to which consumers’ intentions to visit Facebook brand fan pages is influenced by their exploratory buying behaviour. Primary data for the study was collected through a survey using a probability convenience sampling strategy. The 384 respondents who participated in the study were students and staff from the University of Fort Hare’s campuses in East London, Alice and Bhisho. Students are considered to be highly technologically efficient thus they formed the majority of the sample. This data collection and sampling approach was considered to be the most time and cost effective methods for the study. The size, composition and locations of the sampling population allows for greater generalisation to a broader South African context.

The questionnaire used in the survey was constructed using existing scales from other studies. The scales include exploratory acquisition of product (EAP) items and exploratory information seeking (EIS) items developed by Baumgartner and Steenkamp (1996). These scales were used by Legoh et al. (2009) and were found to
be both reliable and valid. In addition to these scales, this study also used Intention to visit (ITV) scale which was used by Shin (2014) and found to be reliable and valid. EAP and EIS were regarded as the independent variables in the study with ITV being the dependent variable. Data analysis conducted included descriptive statistics, reliability tests (Cronbach’s alphas), validity tests (factor analysis) and correlation analyses.

5. Results

5.1 Biographical analysis of respondents

A total of 384 respondents were sampled with 198 being female and 186 male. The participants of the study ranged from the ages of 18 to 64. The findings, as indicated in Figure 1, showed that most of the participants ranged between 18 and 34 years old. More specifically, the majority of the sample (226 or 58.8%) were between the ages of 18 to 24; followed by 116 (30.2%) respondents between the ages of 25 to 34 years old; 26 respondents (6.7%) were between the ages of 35 to 44, and the remaining respondents (16 or 4.1%) were aged between 45 and 64.
Figure 1: Age of respondents

5.2 Facebook usage of respondents

It was essential for the study to determine if respondents were in fact Facebook users as well as the extent to which the respondents engage in Facebook activities. Figure 2 indicates the level of Facebook usage that was recorded amongst respondents. Of the 384 respondents sampled, 36.2% (139) indicated that they visit Facebook daily with 45% (173) visiting the page two or more times per day. At least 13% logged in once a week with 5.7% using Facebook only once a month. These findings reveal the level of importance that Facebook has within the respondents lives and the potential influence it has on users.
5.3 Reliability and Validity Analysis

As discussed, the three scales used in this study originally all achieved acceptable levels of reliability ranging from 0.816 for the intention to visit scale; 0.709 for the EAP scale and 0.633 for EIS scale respectively. These results were above the required 0.600 Cronbach’s alpha, as stated by Babbie, (2013) which means the measures were consistent and reliable.

With respect to validity, several modifications and iterations had to be conducted via factor analysis. The EAP scale, which originally consisted of 10 items, required adjustments in order for it to be validated, thus, EAP4, EAP5, EAP8 and EAP10 were removed. EAP4 and EAP5 referred to variety in selecting goods in ‘a shop’ and ‘restaurant’ settings respectively thus were not deemed relevant to this context. Statements for EAP8 and EAP10 appeared to be vague and respondents did not seem to understand them clearly which impacted on the factor loadings. Further, the remaining six items of the scale splintered into two dimensions consisting of three items each. The first dimension, consisting of items EAP1, EAP 2 and EAP3, related to statements testing consumer’s levels of brand loyalty, for example, ‘I think of myself as a brand loyal consumer’ and ‘I would rather stick with a brand I usually buy than try something I am not sure of’. The second dimension comprised of items EAP6, EAP7 and EAP9, these statements questioned consumers on their brand switching behaviour, for example, ‘If I like a brand, I rarely switch from it to try
something different’. The factor loadings for the EAP brand loyalty dimension ranged between .674 and .756 and between .638 and .705 for the EAP brand switching component of the scale.

In terms of the validity of the EIS scale, items EIS1, EIS3, EIS5, EIS7 and EIS9 were reverse stated, thus were removed in order to achieve validity for the scale. The five items eliminated alluded to consumers not being interested in product or brand information whereas the five items retained (EIS2, EIS4, EIS6, EIS8 and EIS10) related to consumers who actively seek out information on products and brands. Principal component analysis produced factor loadings of between .466 and .710 for the retained items.

Reliability of the modified independent constructs was then re-tested. Re-test reliability is a test used to determine or measure the consistency of a construct after some alterations on the scale items or over a period. It confirms that there is no change in the quality of constructs. It can also be perceived as the degree to which a score is steady and consistent when measured at different times in different ways or with different items within the same scale (Zikmund & Babin, 2013). Alpha’s for re-test reliability were all over .600 thus a careful balance between reliability and validity was attained.

5.4 Correlations analysis
A Pearson correlation analysis was used to determine if a relationship exists between EAP brand loyalty, EAP brand switching behaviour, EIS and the ITV Facebook brand fan pages. As illustrated in Table 1, the two dimensions of EAP (brand loyalty and brand switching), although significantly related to each other at .570, both showed no significant relationships to intention to visit Facebook brand fan pages. Correlations results for EAPloy and EAPswit in relation to ITV were .089 and .025 respectively. Therefore, neither EAP brand loyalty nor brand switching behaviour is related to a consumer’s intention to visit Facebook brand fan pages. The EIS construct shows a correlation of .289** with the dependent variable, which indicates that EIS is related to the consumer’s action when intending to visit a business’s Facebook brand fan page.
Table 1: Correlations of variables

<table>
<thead>
<tr>
<th>Constructs</th>
<th>EAPloy</th>
<th>EAPswit</th>
<th>ITV</th>
<th>EIS</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>EAPloy Correlation</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sig. (2-tailed)</td>
<td>1</td>
<td>.570**</td>
<td>.089</td>
<td>.214</td>
</tr>
<tr>
<td>N</td>
<td>383</td>
<td>383</td>
<td>381</td>
<td>383</td>
</tr>
<tr>
<td><strong>EAPswit Correlation</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sig. (2-tailed)</td>
<td>.570**</td>
<td>1</td>
<td>.025</td>
<td>.142**</td>
</tr>
<tr>
<td>N</td>
<td>383</td>
<td>383</td>
<td>381</td>
<td>383</td>
</tr>
<tr>
<td><strong>ITV Correlations</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sig. (2-tailed)</td>
<td>.089</td>
<td>.025</td>
<td>1</td>
<td>.289**</td>
</tr>
<tr>
<td>N</td>
<td>381</td>
<td>381</td>
<td>382</td>
<td>382</td>
</tr>
<tr>
<td><strong>EIS Correlation</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sig. (2-tailed)</td>
<td>.214**</td>
<td>.142**</td>
<td>.289**</td>
<td>1</td>
</tr>
<tr>
<td>N</td>
<td>383</td>
<td>383</td>
<td>382</td>
<td>384</td>
</tr>
</tbody>
</table>

**. Correlation is significant at the 0.01 level**

5.5 Hypotheses testing
The P-values for the correlation results of the EAP dimensions (brand loyalty and brand switching) in relation to ITV were .081 and .622 respectively. The P-value scores confirmed that EAP overall does not influence consumers’ intention to visit Facebook brand fan pages. The P-value of .000 proved that EIS is significantly correlated to intention to visit Facebook brand fan pages. When consumers are anxious to obtain product or service knowledge of a certain brand, they are bound to engage in what is called exploratory information seeking to increase their knowledge. This search mode results in consumers visiting various information sources, among which are Facebook brand fan pages. These findings are consistent with previous studies showing that that consumers’ need for brand knowledge and information leads to engagement with Facebook brand fan pages (Huttunen, 2013; Chen, 2012 and Hanzae, 2011). Moreover, the combination of these hypotheses
results, indicate that consumers who search for information on Facebook brand pages do not necessarily do so with the intention to switch brands, they do so for brand and product confirmatory reasons.

6. Discussion
The findings conclude that although consumers seek information about products and brands on Facebook brand fan pages, they are doing so for confirmatory reasons. This means that they do not actively search Facebook for new brands and products but instead opt to reinforce what they know about the current brands and products that they are aware of and/or use. Facebook brand fan pages thus have a large role to play in reducing consumer cognitive dissonance in the purchase decision making process as opposed to playing roles in the idea generation and information gathering stages as has been previously believed. It is important to note that a possible explanation for this finding is that consumers are not prepared to ‘like’ an unknown brand or business on Facebook, preferring to engage with those brands and businesses which they are familiar with. In addition, this finding could be related to Facebook brand fan pages acting as a medium or referral platform for consumers. Notwithstanding these explanations, the final result that consumers visiting Facebook brand fan pages can be construed as brand loyal customers is an important aspect for marketers to consider.

Based on these findings, it is recommended that marketers and business managers need to ensure that they display a vast array of product or service related information on Facebook brand fan pages to aid consumers in both pre and post decision-making. Furthermore, businesses must make use of customer loyalty strategies on Facebook brand fan pages in order to reward loyal customers thus differentiating their brands position in the marketplace. It is also recommended that marketing managers to try to match consumers needs with brand information they are searching for and to develop personalised marketing communications strategies, alongside loyalty strategies, to meet these needs. Further, they should be taking note of what other consumers are saying about their brand and/or business and allow more opportunities for engaging with customers leading to the co-creation of brand knowledge and the further enforcement of brand loyalty.

7. Conclusion
The study’s aim was to establish if exploratory buying behaviour influences consumers’ intentions to visit Facebook brand fan pages. Evidence from literature and this study indicated that there is a relationship between exploratory buying behaviour and consumers’ intention to visit Facebook brand fan pages. This study
revealed that exploratory acquisition of products is not related to consumer’s intentions to visit Facebook brand fan pages, whilst exploratory information seeking is positively related to consumer’s intentions to visit Facebook brand fan pages. Thus Facebook brand fan pages need to be equipped with a rich variety of brand information to support existing brands in the marketplace and should not ideally be used as a communication medium for new brands. The findings of this study will assist organisations to streamline and categorise the information provided on Facebook brand fan pages in order to attract a larger and more specifically targeted audience.
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Abstract

There is growing interest in understanding the pervasive role that cellphones play in young people’s lives, and in how these devices impact psychological development and wellbeing. Recent research shows that many young people prefer socialising online, rather than interacting face-to-face. These devices have become normalised within their peer groups. They are an integral part of how young people relate to the world, each other, and importantly themselves. This paper aims to contribute to a crucial question: How do we enable young people to draw on inner resources to develop healthy relationships with their cellphones in order to support, rather than undermine, psychosocial development. Much of the available research in this field focuses on evaluating heavy cellphone or Internet use in the framework of an addiction. Although there is a mounting body of evidence suggesting that cellphone use has negative effects on young people’s psychosocial development, framing this behaviour as an “addiction” might not be beneficial to young users or to society. Specifically, the addiction rhetoric denies young people’s potential to realise their agency in social situations, both on- and offline. An alternative focus for research on the psychosocial effects of young peoples’ cellphone use is, therefore, on the self. An important focus of cyberpsychology research should be investigating ways to enable young people to recognise and exercise their agency in on- and offline social situations. Among the mechanisms of agency, none is more central or pervasive than people’s beliefs about their capabilities to exercise control over their own level of functioning. However, the current literature has not clearly defined the role of self-belief in the relationship that young people have with their cellphones (and, in turn, with their on- and offline social behaviour). This paper explores the possibility that an assessment of self-processes that stimulate a positive self-view might bring researchers closer to understanding the deep attachment that young people have to their cellphones. Furthermore, this paper questions whether evaluating self-view through the often-used construct “self-esteem” perpetuates notions of conditional self-worth. I propose that self-compassion (i.e., compassion turned inward) could make an important contribution to this field of study. Emerging research shows that self-compassion predicts more stable feelings of self worth than self-esteem, and may promote resilience. Furthermore, self-compassion may be an important avenue to explore in promoting young South Africans psychosocial development, and thus empowering them to exercise their agency both on- and offline.
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Introduction

The pervasive presence of cellphones in young people’s lives, and the subsequent preoccupation of those young people with using these devices and engaging with each other online, has introduced a new field of psychological enquiry: Cyberpsychology. One primary focus of inquiry driving this field is to find out how these devices influence the wellbeing and social development of young people.

Growth in Internet users has been steady during the last decade; with a net increase of 200 to 300 million people every year (Facebook, 2016). Most cyberpsychological research is conducted in the global north, where most of the population in developed countries has Internet access (Facebook, 2016). The need for more South African cyberpsychological research is illustrated by the fact that the total number of mobile (cellphone) Internet subscribers in this country is predicted to increase from 19.5 million in 2014 to 38.0 million (or 70% of the population) in 2019 (PricewaterhouseCoopers, 2015). Furthermore, two of the very few local cyberpsychological research papers describe how the negative impact of cellphone use in African schools is becoming increasingly apparent (Porter et al., 2016; Swanepoel & Thomas, 2012).

This paper presents a targeted narrative review of cyberpsychology literature that aims to reveal the deep attachment that young people have towards their cellphones. However, rather than contributing towards the literature that regards the nature of the relationship as an “addiction”, this paper proposes an alternative way of understanding this relationship, where the focus is not on user behaviour but on the self. In short, I propose that the construct of self-belief could play an important role in helping researchers, clinicians, teachers, and parents to understand the nature of the relationship that young people have with their cellphones.

If one argues (quite reasonably) that young people possess the potential agency to manage their online behaviour, then discussions about cellphone use should focus on exploring ways in which they can develop their personal agency. As Porter et al. (2016) argue, in order for young people to become competent and confident digital citizens they need to be empowered to develop their own agency and to receive the necessary support to acquire these skills.

Digital natives

Today’s young people represent the first generation that has grown up surrounded by and immersed in digital technologies. Internet-enabled cellphones have made it possible for most young people to access social media platforms anywhere and at any time. This level of access has given rise to a generation of young people with expectations of being always online and of being always connected (Subrahmanyan & Smahel, 2010; Turkle, 2011). Hence, the term digital natives has been coined to describe them (Prensky, 2001).
Emerging research reports that many young people prefer to relate to each other using cellphones, rather than via face-to-face interactions (Casale, Tella, & Fioravanti, 2013; Pierce, 2009; Walsh, White, Cox, & Young, 2011). Perhaps this situation arises because young people cannot recall what life was like without cellphones. Regardless, this device has become so embedded in the daily lives of young people that the term nomophobia (no-mobile-phobia) has been coined to describe the fear of being without your cellphone (Bivin, Mathew, Thulasi, & Philip, 2013; King et al., 2013). Certainly, using these devices has become normalised within their peer groups, and they have become an integral part of how young people relate to the world, each other, and themselves (Carbonell, Oberst, & Beranuy, 2013; Carter, 2015; Turkle, 2011). As Baker and White (2010, p. 1591) state, social networking sites are “emerging as a primary tool for adolescent socialisation”.

Clearly, the role of cellphones in young people’s lives extends beyond that of a communication device. It also extends beyond serving the social function of connecting the user to others. Cellphones function as a companion, and in many instances become embedded with notions of self. In previous research, I found that young people described their cellphone as “a part of [me]”, and stated that the experience of using feels “natural” and is “like blinking” (Oosthuizen & Young, 2015). Otherwise stated, young people experience their cellphones as being inseparable from themselves.

The view that there is co-dependency between society and technology is not new (Berthon, DesAutels, & Butaney, 2010). Since the introduction of the printing press, people’s involvement with technology and its impact on their lives has been contested and debated. However, the digital age has brought with it the potential for technology to become embodied within our identity and infused with notions of self.

Digital technologies have only existed for a relatively short time, and so it is difficult to clearly define their long-term impact on our lives. It is possible that our relationship to smartphones has the potential to shift the way we relate to ourselves by replacing our traditional understanding of self-processes – the way in which a person relates to himself or herself – with a combination of cellphone-mediated-self-processes. It is not yet known whether the role of a cellphone supports or undermines self-processes. Conducting research to investigate how cellphones affect psychosocial development is crucial.

**Effects of excessive cellphone and Internet use on psychosocial development**

Among digital natives, socialising online seems to hold more appeal than interacting offline. Because young people spend less and less time offline in favour of spending time online, part of the appeal of socialising online might be because they are unfamiliar with socialising offline. It is possible that this is a vicious cycle: Fears of interacting offline could encourage young people to use their cellphones as a prop,
which results in them having less opportunity for social practice, or for gathering information that would disconfirm the fear.

Social interactions play a central role in a young person’s social development (Bandura, 1990, 1999b; Erikson, 1968). In particular, adolescence represents a unique developmental period during which young people need to master how to navigate complex social situations (Dahl, 2004). Thus, there is a vibrant research literature investigating how young people’s potentially excessive involvement with these digital technologies might influence their overall social development.

A growing body of research reports on the negative impact that excessive cellphone use has on young people’s social development and well-being (LaRose, Connolly, Lee, Li, & Hales, 2014; Rosen, Cheever, & Carrier, 2012; Uhls et al., 2014). Many researchers express concern over the capacity of children and adolescents to learn key social skills through online interactions. These researchers argue, for instance, that habitual cellphone and Internet use interferes with young people’s ability to develop autonomy (Baym, 2015; Davis, 2012). If this is true, young people might be missing out of critical opportunities through which to exercise and develop agency by not engaging in enough offline socialising. Here agency refers to an individual’s ability to recognise their goals, the value associated with these, and the ability to follow-through with pursuing them (Deneulin & Shahani, 2009).

The role of interpersonal skills in supporting a young person’s development is also important to consider. Brown argues that a true sense of “interpersonal nuance can only be achieved by a child who is engaging all five senses by playing in the three-dimensional world” (as cited in Henig, 2008). This outlook cautions against socialising on a cellphone because these types of interactions take place in a two-dimensional, or on-screen, world. Furthermore, onscreen engagement predominantly involves text-based communication. This is particularly true in countries such as South Africa, where data costs limit or prevent young users from communicating using data-heavy platforms like Skype. As a result, young people establish and nurture relationships without physically engaging with their peers. Even though these text-based or online interactions are taking in real-time, which mimics the sensation of physical proximity, they lack an element of non-verbal communication, which is a crucial component in face-to-face communication. In their study on the effect of non-verbal cues on relationship formations, Kotlyar and Ariely (2013, p. 545) argue that the “limited capacity of text-based communication to convey nonverbal cues may lead to an impoverished personal interaction”.

The addiction rhetoric

Clearly, much of the literature on the negative impact of cellphone and social media use refers to compulsive and excessive cellphone use. Such use is often described as “an addiction” (e.g., Byun et al., 2009; Huang & Leung, 2009; Young, 2009). Although “addiction” might be a necessary diagnosis for some people, using this term as a blanket definition for an entire generation of young people who use their
cellphones frequently is problematic. Ahn and Jung (2014) argue that framing frequent cellphone use in this way focuses on the negative outcomes of such use, and neglects to consider the users’ perspective on their ‘addiction’. For example, taking the young users’ perspective into consideration involves recognising that the way in which they use their cellphones is normal to them because they don’t have a personal reference for socialising with each other without the presence of this device.

Documenting young people’s experience of using their cellphones was the focus of my previous research (Oosthuizen & Young, 2015). Central to the design of this particular study is a “social media detox” for which the participants agreed to restrict their social media/cellphone use. Through their experience of participating in the detox the respondents had the opportunity to critically reflect on the nature of their relationship with this device, which enabled them to become more aware of their agency in social situations. I propose that a young person’s capacity to recognise and exercise their agency in social situations foreshadows whether that person will use the Internet in a way that is beneficial or problematic to their overall wellbeing. This view is shared by Boyd (2014, p. 83) who deems the “addiction rhetoric” as positioning cellphones “as devilish and teenagers as constitutionally incapable of having agency in response to the temptations that surround them”.

The process of enabling young people to recognise their agency in social situations should consider how different personalities respond to on- and offline situations. Several studies argue that problematic Internet use is associated with personality type, such as introversion or extraversion (van der Aa et al., 2009; Kraut et al., 2002). However, these studies do not discuss the potential role of agency in supporting a young person’s capacity – regardless of personality type – to utilise and develop the skills necessary to effectively self-regulate their on- and offline social behaviour. Here, the perspective that problematic Internet use is attributed to a particular personality type might have the unintended consequence of disenabling a young person’s potential to exercise their agency if, for example, they regard themselves as introverted and therefore incapable of feeling competent in offline social situations.

Ultimately, the way in which young people use social media sites will determine whether its influence on their lives is likely to be positive or negative (Burke, Kraut, & Marlow, 2011; Shields & Kane, 2011). Rather than focusing on so-called addictive behaviour, or on the personality of the user, the social skills model of generalised problematic Internet use predicts that young people who perceive themselves as having low levels of social competency are vulnerable to developing a preference for online social interactions (Caplan, 2005; Casale et al., 2013). This argument highlights the potential for young people to learn skills to improve their level of social competency in order to manage the time they spend online and the types of interactions they engage in. If one considers that the amount of Internet consumed matters much less than the degree of self-control that users exercise over it, an alternative focus for research on the psychosocial effects of young peoples’ cellphone use is, therefore, on the self, and the processes and mechanisms involved
in empowering the self (LaRose et al., 2014).

Selfhood in the age of cellphones

To better understand the impact that socialising on social media platforms has on young people’s lives, it is important to examine factors, such as stronger self-concept (Kalpidou, Costin, & Morris, 2011). More research is needed to understand the complex dynamic of how young people’s self-concept influences their relationship with their cellphones and how notions of self are perpetuated through the use of this device.

Human agency is inseparable from and enmeshed within self theory (Bandura, 1999, p. 21). The impact of most environmental influences on human motivation, affect, and action is heavily mediated through self processes (Bandura, 1993, p. 118). Ultimately, developing personal agency involves recognising and forging a relationship with self.

Self-concept is multi-dimensional, and hence various models exist for measuring the construct (Adamson & Lyxell, 1996; Benjamin, Rothweiler, & Critchfield, 2006; Ybrandt, 2008). In broad terms, self-concept is a person’s perception of him/herself (Shavelson, Hubner, & Stanton, 1976). Because self-concept is created through interpersonal interactions (Benjamin, 1996), it is important to explore how social interactions taking place online inform the development of a young person’s self-concept. Additionally, it is necessary to investigate whether this process of identity development online enables or disables the young person’s ability to develop and exercise personal agency.

The interaction patterns of many young people have evolved beyond dichotomous online and offline social worlds into an integration of both (Ellison et al. 2011). However, the separation of these two contexts enables researchers to evaluate how the “online self” compares to the “offline self” and provides important information for understanding identity development in the digital age. There are varying perspectives on how cellphone and social media use might influence this process of developing a sense of self. Some researchers argue that socialising online – specifically via Facebook – facilitates the development of an optimal self (Gonzales & Hancock, 2011). Other researchers, however, argue that a pre-corrected self (Turkle, 2011) or shallow self (Suler, 2015) emerges as a result of socialising online.

Even though many young people might shift between socialising on- and offline without being aware that they switching between these two contexts, research suggests that the expression of self in each context is different. Unlike with socialising face-to-face, socialising online enables us to maintain control over how close we get to each other. Turkle (2012) refers to this phenomenon as ‘the Goldilocks effect’: these platforms allow us to keep people not too close, and not too far, but just right. Where the young user might consider this level of perceived control as advantageous in his/her social interactions, from a developmental...
Perspective Suler (2015) questions whether this way of relating to each other produces a *shallow self*. According to this author, communicating online “enables us to bypass conflict and sidestep true intimacy” (p. 91). This raises an important concern about whether or not socialising online provides young people with the opportunity to develop true intimacy through their interactions with their peers – and how this might, as a consequence, impact on their ability to relate to themselves as individuals.

Research on identity development in the digital age needs to consider the role of the cellphone as an object in young people’s lives – such as their attachment to the device itself. In addition, it is important to consider how socialising with this device facilitates online social behaviour and how these interactions also impact on a young person’s identity development. Webb and Widseth (2012) question whether the experience of engaging in constant online contact with their peers leads young people to lose their internal connection with themselves because they seldom experience solitude. Other researchers focus on the impact of the cellphone as an object. For example, Davis (2012) questions whether the constant presence of cellphones in young people’s lives interferes with their capacity to develop an autonomous sense of self. This author observes that young people will use their cellphone to deflect boredom and in doing so it discourages them from tapping into their inner resources as a means to dealing with it.

In summary, it seems plausible that socialising online more than offline might be fundamentally shifting the way in which young people come to know themselves, and might be shaping their identity development. The challenge is to find out what kind of self and relationships are created and perpetuated online (Belk, 2013).

**The self and wellbeing**

It is widely understood and accepted that wellbeing is an important indicator and contributing factor towards a young person’s psychosocial development. However, the impact of using cellphones on our wellbeing has not yet been clearly defined in the literature. It is crucial to approach this field of study from many different perspectives and disciplines in order to identify how to support young people to invest in their wellbeing in both on- and offline contexts.

This paper draws on Bandura’s theories about the importance of developing personal agency through social interactions. Furthermore, in order to exercise their personal agency, young people need to possess self-belief (Bandura, 1993). Many social scientists like Bandura preceded the Digital Age. With this in mind, it is important to consider how young people develop and exercise their personal agency in on- and offline social contexts. Self-belief is also a well-established predictor of future behaviours in health and education (Blachnio & Przepiorka, 2016; Strauss, Rodzilsy, Burack, & Colin, 2001). Thus, evaluating a young person’s level of self-
belief could be an important starting point for understanding their behaviour in online and offline contexts, and how these different contexts either undermine or support a young person’s well-being.

In addition to self-belief, young people benefit from having a positive self-concept. A positive self-concept is a critical foundation for optimal mental health and positive development during adolescence. Individuals who acquire positive self-concept may demonstrate resilience in the face of a range of challenges (Olsson, Bond, Burns, Vella-Brodrick, & Sawyer, 2003; Sebastian, Burnett, & Blakemore, 2008). The importance of resilience is echoed by Burton (2015) who argues that we need to enable young people to develop resilience in order to successfully deal with online risks.

Many different factors contribute towards the overall wellbeing of an individual – such as self-belief, self-concept and self-worth. One of the dominant constructs that psychologists and researchers frequently use to measure wellbeing is self-esteem. According to Neff and McGehee (2010), psychologists and educators in the global north have mostly focused on enhancing self-esteem as a response to adolescents’ negative self-evaluations. This outlook is evident in many cyberpsychology studies that evaluate how Internet or cellphone use impacts on self-esteem (e.g., Ehrenberg, Juckes, White, & Walsh, 2008; Gonzales, 2014; Gonzales & Hancock, 2011; Mehdizadeh, 2010; Steinfield, Ellison, & Lampe, 2008). Interestingly, these studies yield mixed results. For example, Gonzales (2014) reports that text-based communication is more beneficial for self-esteem than face-to-face communication or talking on a cellphone. In contrast, Mehdizadeh (2010) found that high Facebook activity is correlated with high scores in narcissism and low self-esteem scores. This paper proposes that it might be useful to evaluate a young person’s social behaviour – both online and offline – using alternative wellness measures. This view is shared by other research that highlights the value of testing alternative means of measuring self-view (Crocker & Knight, 2005; Karanika & Hogg, 2016; Krieger, Hermann, Zimmermann, & grosse Holtforth, 2015; Marshall et al., 2015).

Moving away from focusing exclusively on self-esteem, Blachnio and Przepiorka (2016) claim that theirs is the first study examining the construct of positive orientation – having a positive perception of oneself, positive evaluation of one's life, and expecting positive things in the future – in the context of the Internet. In their study, positive orientation consists of three self-belief dimensions: self-esteem, optimism, and satisfaction with life. These authors found that the respondents who have a problem with excessive Internet use exhibited a low level of positive orientation – meaning that they have a low level of self-esteem, optimism, and satisfaction with life. This research highlights the importance of utilising multiple constructs to assess wellbeing in relation to Internet use.

More research is required in order to understand whether frequent cellphone use undermines or improves a young person’s sense of self and in turn their wellbeing. In a study of 2,187 individuals, Neff and Vonk (2009) report that self-compassion
predicted more steady feelings of self-worth than self-esteem. In light of this, self-compassion might provide a useful avenue through which to understand the nature of the relationship that young people have with their cellphones and themselves.

**What is self-compassion?**

Three interacting components comprise self-compassion: self-kindness versus self-judgment, a sense of common humanity versus isolation, and mindfulness versus over-identification when confronting painful self-relevant thoughts and emotions (Neff & Germer, 2013). Self-compassion offers a secure and non-judgmental context to confront negative aspects of the self (Breines & Chen, 2012). Karanika and Hogg (2016) argue that self-compassion represents a healthy form of self-acceptance and plays an important role in how people cope with problems. In contrast, self-esteem refers to a way of relating to self in which “self-worth is conditional on (perceived) personal competence, performance, and attainment of desired states and ideals” (Karanika & Hogg, 2016, p.760).

The importance of self-acceptance is supported by an experimental study which revealed – rather paradoxically – that a self-accepting response to personal failure may actually motivate people to improve themselves (Breines & Chen, 2012). Emerging research highlights the potential for self-compassion to promote healthy behaviour (Sirois, 2015). Furthermore, self-compassion can be increased through relatively easy-to-administer exercises and training (Neff & Germer, 2013; Sirois, 2015).

Despite the positive benefits of self-compassion, its application in cyberpsychology research is novel. To my knowledge, only one published cyberpsychology study explores the role of self-compassion in determining outcomes of Internet use. In a study involving 261 university students, Iskender and Akin (2011) presented Internet addiction as an indicator of psychological maladjustment and self-compassion as an indicator of psychological adjustment. Results suggested that students high in self-judgment, isolation, and over-identification (i.e., those who were low in self-compassion) were more likely to be vulnerable to Internet addiction than those with high levels of self-kindness and mindfulness. The authors therefore concluded that enhancing self-compassion might be one way to diminish Internet addiction.

**Conclusion**

Ultimately, the process of switching between online and offline realms will quite likely be an evolutionary step forward in human identity development (Suler, 2015, p. 94). This perspective highlights the importance of finding out how to enable young people to develop the relevant competencies to achieve this evolutionary step forward.

This paper positions “self” as central to discussions about the way in which young people conduct their lives online. Because social media use has the potential to both
skill and deskill (Keegan, 2012), understanding the self-processes that inform online and cellphone user behaviour are crucial. From this perspective, research investigating the factors that determine how, and how much, and why young people engage in online behaviour should focus on understanding how to empower young users to use devices as tools that leverage, rather than undermine, their social development. Specifically, I argue that self-compassion is a potential avenue through which to explore identity development online. If a healthy self – as Suler (2015) refers to it – both incorporates and juggles online and offline living, then self-compassion might provide a potential avenue to explore to achieve this healthy self.
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Abstract

In this exploratory study, we investigate how students perceive and experience the notion of flaming when using social networking sites such as Facebook. Flaming is defined as the display of any hostile behaviour to cover insults, swearing or the use of offensive language. We used a focus group technique with 20 randomly selected students incorporating interviews to understand the perception and experience of flaming on social networking sites. Thematic analysis was used as a technique to analyse the transcribed interview data. Three main findings emerged. First, flaming was found to be a multi-faceted construct to the lived experiences of students, online and offline. Second, flaming appears to be prevalent due to the online realm allowing for anonymity and lack of policing. Finally, victims of flaming narrated a sense of helplessness due to their perpetrators being around their physical community spaces, and this has subsequently affected their online behaviour. Conclusions were made based on the findings of this study to inform not only etiquette around online behaviour but also implications for those who work within a campus setting.
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1. Introduction

The concept of online flaming is one that is gaining currency, empirically, as is the behaviour. The growing interest can be alluded to the popularity and ease of access individuals have of platforms of expression around them (Li, Yang, Song & Lu, 2012) especially Social Networking Sites (SNS) (Sahlin, 2015). Within the student population, it can be expected that flaming could be a popular concept given that young people in this population value interaction, especially online (Skiba, 2014) and can belong to a number of online communities (Chen & Katz, 2009).
Researchers have made calls for studies that give further focus into understanding flaming in various contexts (e.g. Moor, Heuvelman & Verleur, 2010; Wu, Lirn & Dong, 2014). Flaming is defined as consisting of abusive comments that can be made (Kim & Raja, 1991) and believed to be evident, especially online (Arendholz, 2013). Others (e.g. Hardaker, 2013) view flaming to be linked to behaviours such as hating (harsh commentary) and trolling (deliberately angering others) - all of these with the ultimate aim of being provocative (Yee, 2006). A bold claim is made that behaviours such as flaming are just part of community behaviour where conflict and such practices are seen to be unavoidable (Pagliai, 2010).

However, not all authors seem to view flaming as dysfunctional. Lunt and Stenner (2005) argue for behaviours such as flaming as giving society an opportunity to see and understand those issues which may be covert. This can be a useful platform for generating “discussion” and enforcement, especially around “online communicative rights and priviledges” (Lange, 2014: 53). This is an irony because on one side is a view that behaviours such as flaming can cause a great deal of emotional trauma for the individual and close friends (Garcés-Conejos Blitvich, 2010). Conversely, while there is such trauma, behaviours such as flaming allow for an opportunity to understand human behaviour better and generating public discourse (Buckingham, 2009).

This paper seeks to extend the knowledge around the issue of flaming through studying experiences and perceptions of this behaviour. The paper has two main aims. First, given popularity in the usage of SNS platforms, especially amongst the student population, research is needed into the experiences and perceptions with regard to flaming on such platforms (Moor et al., 2010). Second, we note with interest few studies in South Africa paying attention specifically to the concept of flaming amongst the student cohort. Empirical attention has been given towards understanding issues such as mobile phone usage amongst students (Shava, Chinyamurind & Somdyala, 2016) and the acceptance of technology for teaching instruction (Chinyamurindi & Shava, 2015). We seek to advance an understanding of the concept of flaming, especially within the student population group. The findings of the study have important implications for educators, communication researchers, technology experts and counsellors involved in working with the student market, their communication patterns and online behaviours.

The rest of the paper is organised in the following manner: first we give a brief discussion of the literature, and this flows into the research aims and questions of this study. Thereafter, the research methodology, results, discussion and implication of the study, as well as limitations, are discussed. The last sections focus on areas for future research and the study’s conclusion.
2. Literature Review

2.1. Theoretical literature

As a theoretical lens, the Uses and Gratification Theory (UGT) (Lin, 1998) is a useful theory to explain psychological and behavioural tendencies in computer mediated communication (Nazareth, 2011). There are three underlying assumptions here (Katz, Blumler & Gurevitch, 1974). First, the audience must be considered to be active media users. Second, this audience is goal-directed in their behaviour and finally, an awareness of individual needs in media usage, including the gratification thereof, must exist. Thus, at play, when flaming occurs and espoused in the UGT is the personality (Alonzo & Aiken, 2004) and how the experience of using an online platform relates to the gratification of needs and the responses that may emerge from this (Nazareth, 2011). In essence, using the flaming motives model of Alonzo and Aiken (2004) that borrow tenets from the UGT, four flaming categories exist and linked to this: a) passing time; b) escape; c) relaxation; d) entertainment and finally, e) status-enhancement.

Further, lack of direct individual contact is attributed to causing flaming to be widespread (Alonzo & Aiken, 2004). This has led to the de-individuation theory in which individuals or members of a group do not see other individuals as individuals (Kayany, 1998) and making it easy to vent out at others without sympathy or consideration (Aiken & Waller, 2000). In essence, there is acknowledgement by Moor et al. (2010) that more research is needed on flaming, especially on SNS to even test the veracity of such theories covered in this section.

2.2 Empirical literature

Research has been conducted and found flaming to be prevalent in a number of online platforms such as email (Turnage, 1997); electronic classrooms (Aiken & Waller, 2000) and video sharing platforms such as Youtube (Moor et al., 2010). Flaming is manifested through the use of text (O’ Sullivan & Flanagin, 2003), making it one of the most recognised phenomena within computer mediated communication (Moor et al., 2010). In relation to this, researchers have found a number of behaviour experiences that characterise the phenomena of flaming. Common to this are aspects of hostility and harsh opinion over others online (Kayany, 1998) with the purpose to offend (Aiken & Waller, 2000). Moor et al. (2010) add that often, flaming experiences entail the use of insults and offensive language.
The experiences of users online with regard to flaming can be mixed. Research conducted has found that in some cases, what is deemed offensive to one individual can be considered entertaining by another one (Kushin & Kitchener, 2009). Further, lack of physical contact amongst users can make flaming to be more prominent, especially given that the channel of communication is virtual (Moor et al., 2010). Others (Lapidot-Lefler & Barak, 2012) argue that flaming becomes prevalent because of anonymity. Individuals can create false profiles and be able to vent out at others given this aspect of anonymity and a sense of a lack of accountability (Kushin & Kitchener, 2009). Based on the coverage of the theoretical and empirical literature, the research sought to investigate the perceptions and experiences of students towards flaming, especially on SNS. This is done with the intent of being exploratory to better understand a concept cited in literature to require more investigation in various contexts. Thus, the specific research questions are: what are the perceptions and experiences of students on SNS?

3. Method

A qualitative research approach using the exploratory research design was adopted for this study based on two main arguments from literature. First, this approach and research design are argued, within literature, as useful, especially when seeking an “understanding” of issues that affect humans such as “perceptions, attitudes and experiences” (Sheard, 2011, p, 623). Second, lived experiences, including the complexity that accompany them can be better understood through the qualitative paradigm an argument made especially in countries such as South Africa with apparent inequality (Chinyamurindi, 2016a, b, c). This can be a useful pre-cursor not only to interventions that help individuals but also a contribution towards emerging sense-making around an issue (Chinyamurindi, 2012). This then becomes a platform to generate meaning and understanding (Sparkes & Smith, 2012). The research technique adopted in this study was the focus group technique, used in previous studies within the information systems discipline in understanding phenomena (Chetty & Mearns, 2012). This was also done using interviews within a large group setting and breaking the group into two smaller groups seeking to understand how individuals make sense of phenomena around them (Silverman, 2013).

3.1 Participants

A total of 20 student participants took part in the study. The sample consisted of an even split between males and females. Participants were aged between 22 and 29 years, with an average age of 25 years. The study was conducted at
a rural university in the Eastern Cape Province of South Africa. Given that the university is a historically black university, all the participants were Black Africans. A convenience sampling approach relying on those participants who were most ‘accessible and available’ (Cohen, Manion, & Morrison, 2007, p. 114) was used. An invite was made to a Media and Communication class for students who were interested to avail themselves for the study. Participants had to be registered students with the University of South Africa. The focus group discussions, including interviews, were conducted at the university, and potential participants were first informed of the study, including their rights. Upon agreeing to be part of the study, participants had to sign an informed consent form. Ethical clearance was applied for and granted to the university research ethics committee where the students were based.

3.2 Procedure

A focus group session that ran for a period of an hour and a half was conducted and split into four sessions. The first session was meant to be an introduction with ice-breaker exercises meant to put participants at ease. The second session was meant to gauge participants’ understanding of the concept of flaming through a group discussion with all the 20 participants, prompted by the question: “have you ever heard of the term flaming, if so, what do you understand by this term?” Further, participants were asked to be free and open in their expression for as long as this was done in a manner that respected other individuals and for the purpose of order. The third session entailed splitting participants into two groups where discussions within these sub-groups were on relating with actual experiences and perceptions around flaming. To prompt discussions, participants were shown screen shots of online occurrences of flaming and asked to relate with this. A scribe was nominated to write the experiences and perceptions of participants with the view of presenting to the larger group in the fourth session. The final session was split into two, a report back session (with discussion allowed) and a concluding session where participants based on the third session suggested solutions to the issues raised in the breakaway groups. Sub-group discussions were all recorded, and the entire focus group discussion was video-taped with permission from participants. All the interviews were then transcribed verbatim, including the notes made by the researchers.
3.3 Strategies to ensure data integrity

To ensure data quality, three steps were taken. First, the researchers pre-tested the questions used in the discussion components of the four sessions with a sample of 10 non-participating students. Second, a process of content and face validity was conducted on the questions asked in the study by consulting a) an industrial psychologist; b) technology educationist and finally, c) a qualitative research expert. Third, to ensure credible data, all the discussions were recorded through audio and video means with the purpose of transcription within twenty-four hours.

4. Data analysis

The transcribed interviews were exported into QSR International’s NVivo 9, a data analysis and management software package for the purpose of data analysis useful when dealing with a lot of text, graphic, audio, and video data (Bazeley & Jackson, 2013; Reuben & Bobat, 2014). Chinyamurindi (2016c) makes the argument that software such as NVivo only serves the purpose of organising data. There is need for further researcher on some form of analysis based on this organised data. Thematic analysis, which is a commonly used method of analysis in qualitative research, was used to reduce texts to codes that represented themes or concepts in order to capture the complex meanings within a textual data set (Guest, MacQueen & Namey, 2012). Further, thematic analysis offered a means of not only analysing but also organising large volumes of data into themes (Rohleder & Lyons, 2014). This can be a basis for developing conclusions from the data analysis (Sotiriadou, Brouwers & Le, 2014). As consistent with working with qualitative research, especially using thematic analysis, themes and quotes based on consistencies across participant views were used (Rhodes, 2000).

5. Results

In reporting the findings around the perceptions and experiences of flaming amongst students, three questions based on structural analysis (Labov, 1972) guided the questions we sought to investigate. Notably: a) how does flaming begin; b) what is involved and c) what happens next?
5.1 How does flaming begin?

Participants narrated flaming to be prevalent around them. However, two interesting issues emerged here as to how flaming begins. First, flaming was expressed by participants to be a multi-faceted construct. This meant that in the various spheres of influence and experiences characterising the lived experience of students flaming appears to be prevalent. Second, the online platform appears to be a nuanced extension of battles happening in these spheres. Consequently, students narrated the boldness that the online platform created (allowing for flaming to occur) to issues happening in the non-virtual realm. For instance, one female participant narrated how flaming manifests due to campus political organisations:

“IT happens also even on our university Facebook page where you see, especially student political groupings attacking each other so much and being harsh based on the diversity of opinions. I think it even starts before people are online.” Angie (Pseudonym)

Another male participant seems to support the views of Angie and revealed how flaming is not only a multifaceted construct but also a mere continuation of attacks that happen within the university community such as the residences. The virtual platform is an extension of these battles from outside:

“The fight actually begins before people go online. The only difference being that when it goes online, it gets intense. For instance, I have seen people threatened with death. Brian (Pseudonym)

A female participant who took part in the study framed flaming as having linkages to her aesthetic persona and how she was attacked online for wearing a weave. Once again, it appears that some of the issues of her being flamed online appear due to issues happening outside the online platform of expression:

“I love my weaves and get the sense that some people may not like weaves judging by comments I get walking on campus. So I once posted a picture on Facebook, I was wearing a weave, some people started even attacking me accusing me of having a bleeder who is paying for the weave. The thinking is that as a student, I can’t afford to wear Brazilian hair. Earlier on campus someone had told me I am un-African. So the attack just
5.2 What is involved?

As researchers, we also sought to understand what is involved within the context where flaming occurs as part of a lived experience amongst students. Students narrated two main issues involved here. First, there was the boldness of being anonymous. One female participant narrated this succinctly:

“Flaming is fuelled by anonymity, and this creates some form of boldness. You can create a fake account and just spew all the attacks you can. You know why? Because no one knows you.” Sivuyile (Pseudonym)

This issue of being anonymous was a telling confession by a student who admitted being part of the flaming culture. In this confession, the male student admitted that for as long as he remained anonymous, he would continue the habit:

“Look, there must be someone that is honest to tell it like it is. Call it flaming, but I call it the bitter truth that society does not want to hear. I guess until a time we are ready to hear this, I continue what I do anonymously.” Steve (Pseudonym)

Second, an issue at play with flaming appears to be the lack of policing, especially on social networking sites. This lack of policing makes the practice to be prevalent and can be linked to the first sub-theme presented previously of anonymity. For instance, one female participant also narrated an attack that happened to her online:

“For us as women, the attacks are on our persona. For instance, you get attacks on issues around wearing mini-skirts, the makeup you put on, the size of your body….I actually think I am better than my outside and really people need to get to know the inner me. The absence of someone to protect us online makes us suffer while our perpetrators prosper.” Mary (Pseudonym)

Another participant berated those involved in flaming stating that the absence of punishment accompanying the behaviour makes it continue:
“On campus, if you are caught stealing you can be punished. If you fight, you will be punished. However, there is no traceable case I know of anyone that has been punished for attacking others online. Surely the lack of such punishment and monitoring makes people continue the bad behaviour. Don (Pseudonym)

5.3 What happens next?

A final perception and experience of students was the resultant effect of what happens after the incident of flaming. Participants narrated a sense of helplessness, and it appears to be business as usual. Given this state of helplessness, some participants narrated a sense of detachment from using social networking sites in fear of being flamed. This was espoused by one participant:

“I am scared of posting pictures because of the potential abuse I can suffer.” Faith (Pseudonym)

Some participants went to describe the psychological trauma that accompanies being a victim of flaming. Due to this trauma, participants narrated how this limited their usage of social networking sites:

“It’s also a psychological thing. I put you down so I can benefit from your misery as this will make me feel better. Sadly, I don’t feel better at all and have limited use of platforms such as Facebook fearing attacks” Xola (Pseudonym)

Finally, other participants narrated the trauma, at times, of seeing those people involved in flaming around the campus.

“Everyone knows who flames online, they live with us and walk amongst us. At times, we avoid these people in our community spaces and it’s just not a nice feeling.” Vuyo (Pseudonym)

“I see him around campus, the guy who wrote nasty things about me. Just seeing him makes me angry and yet powerless.” Zandi (Pseudonym)
6. Discussion

The findings of this work, through identified themes, confirm the existence of flaming found in previous work (Sahlin, 2015). Our work shows how this happens, especially within a campus setting, confirming also how this behaviour affects interaction and usage of online platforms (Chen & Katz, 2009; Skiba, 2014). Notably, our work illustrates the linkage between what happens in the community spaces students belong to and how these issues transfer towards the online platform. In this regard, we note with interest how flaming could be an extension of wider endemic issues happening outside online platforms. It would appear that the online platform serves an easy playground for attacks to happen due to lack of policing wherein individuals can remain anonymous. Thus, our work further highlights how not only flaming exists but also the complexity impeding advancing from previous studies (Lapidot-Lefler & Barak, 2009; Kushin & Kitchener, 2009; Moor et al., 2010).

Further, our work gives cadence to the UGT. The UGT, as illustrated in this study, has relevance in that it explicates more on the communication behaviours that happen, especially on social media platforms such as Facebook. In a rather negative way, the study illustrates the needs and motivations (Katz et al., 1974) including communication behaviours, especially on online platforms such as social networking sites. It would appear that those who are involved in the habit of flaming exhibit an information role in pursuit of gratifications and a possible explanation why they are engaged in the practice. It would also appear that the application of the UGT is given cadence as in previous studies (e.g. Alonzo & Aiken, 2004) to the perceived anonymity of being online; hence encouraging dis-inhibition which results in behaviours such as flaming.

7. Contribution

This work makes a contribution in three ways. First, this work advances literature calling for more studies on behaviours such as flaming in various contexts (Morr et al., 2010; Wu et al., 2014). In our case, we not only posit flaming to be abusive (Kim & Raja, 1991) but also to be multifaceted in how it is framed within a campus setting. Second, as advised by Buckingham (2009), we hope that our work creates a platform where public discourse can be generated around behaviours such as flaming. To us, the perceptions and experiences of flaming espoused in this paper are not only useful in understanding flaming but also in creating some psycho-social support for victims and help for rehabilitation for perpetrators. Finally, we push
towards the necessity for more campus monitoring, especially concerning online usage. There is a need to be able to identify and offer support to at-risk students on campus who may have been or are targets of flaming. Such support can only happen when some form of monitoring and report mechanisms are available on campus. Second, through monitoring, individuals who practise flaming can be reported anonymously and necessary investigations conducted. These are all views suggested by Lange (2014). However, as found and illustrated in this paper, there is need for a collaborative effort between monitoring online and offline behaviours as they have linkages.

8. Limitation and Future Research

A limitation exists with the current research. The results of this research are not generalisable to the entire population of students in South African universities. Caution should be exercised when interpreting and making implications based on this. Further, the study relied on a small sample size for the purpose of understanding further the concept of flaming. This is also a notable limitation of this work. Despite the limitation that exists within the current research, future research can be suggested to improve on such. Furthermore, a quantitative study would aid in understanding underlying motivations and behaviours around flaming amongst students. This could aid in testing relationships between constructs. Further, future research could unpack further, the negotiation that happens amongst students between tensions in their offline and online spaces with regards to dealing with perpetrators in both spaces. Finally, as part of phase 2 of the project, we wish to utilise the same sample of students to propose a framework and policy guidelines around etiquette and policy on online policing.

9. Conclusion

The compelling theme that emerged from this study which is flaming is much alive within the campus setting. It would appear that flaming as an online behaviour is not receiving much focus with limited interventions as compared to more physical abuse incidents prevalent on campus. The study argues for more attention to be given to flaming to assist both victims and perpetrators. This becomes a priority in making safe student usage of social networking sites while respecting other users.
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Abstract

In increasingly complex cities, residents have information needs relating to accommodation, utilities, healthcare, public safety, transport, training and employment. These information needs are met by different providers, including city governments. To be effective, such information services must be inclusive and provide for the specific needs of residents. So providers of information services need tools for understanding the information needs of diverse city dwellers and designing effective information services.

Personas are one such tool, used in software design. A persona is a hypothetical archetype, constructed through a rigorous process, based on empirical induction. Personas are used to assist software designers to envision users, as a communication tool, and to evaluate the design of software. This research investigates the process of using a grounded theory approach to construct personas representing different kinds of city residents and reflects on the potential for personas to lead to better designed city information services.

Interviews were conducted with purposely selected participants at two sites in Johannesburg and these were used to construct five personas with different information needs. These personas were then used to evaluate online municipal services provided by the City of Johannesburg and to make recommendations for improvements. The paper reflects on the process of constructing the personas, as well as the value of using personas to understand the information needs of city residents and evaluate the effectiveness of information services.
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7. Introduction

Life in cities is complex as individuals negotiate securing shelter and services, finding work and other resources, and identifying and affiliating to appropriate groups for work, social and leisure activities. Residents have to navigate a wide range of different systems and to do this, they need information. The complexities of city life are reflected in the complex information needs of city dwellers (Cole, 2011). Understanding information needs, and how residents go about meeting them, makes it possible for the providers of information to design better services, with the ultimate goal of making it easier to live in the city.

The process of understanding information needs and the best ways to meet them has been the subject of information systems requirements gathering research and practice
for some time (Cheng and Atlee, 2007). This work originated in the design of information systems for organisations, where information needs could be defined in terms of the organisation’s purpose and processes. However, as more widely used information systems have emerged, particularly those that are embedded in consumer products, new tools for understanding information needs have been developed. Among these is the use of personas as an analytical device (Aoyama, 2005, 2007; Pruitt and Grudin, 2003; Faily and Flechais, 2010, 2011).

As the task of providing for the information needs of city residents is in some ways similar to that of providing for a diverse set of customers, personas may be useful tools for designing information-based services for smart cities. This research investigates the use of personas in understanding the information needs of city residents and evaluating the services that provide for these needs.

8. The role of information in city living

City residents make use of a wide range of different types of information (Lee and Lee, 2014). This may be information relating to finding accommodation, about services such as water, electricity and refuse collection, about learning and employment opportunities, or about political issues that impact their lives in the city. It might also be information related to transportation, healthcare, or to leisure activities. A so-called smart city takes advantage of information technologies to provide such information in ways that are easy to access and immediately relevant to the individual (Hollands, 2008; Komninos, 2002, Lee and Lee, 2014). Such technologies also enable providers to collect information about residents and the uses they are making of the information provided in making choices about their lives in the city. The information collected as residents go about their daily lives can in turn be used to improve the services offered and to provide better information.

City information services are provided by the city itself, but also by consultants to the city, private companies, research groups, NGOs and individuals. Providing effective information services depends on having a good understanding of the information needs of the people that will use the services, but this is difficult in most cities because city residents are very diverse. Without a comprehensive understanding of the information needs of all residents, information services may be offered that address the needs of only a subset of people in the city.

9. Personas

A persona is defined as a “hypothetical archetype of an actual user” (Cooper, 1999). A persona includes descriptive information about an imagined individual such as a typical day in their life, their job description and work activities, their home and leisure activities, their goals, fears and aspirations, and preferred ways of communicating. Personas might also include information about the individual’s attitude towards and ability to use technologies as well as information about the size and influence of the market segment that this persona represents (Pruitt and Gruden,
Personas do not exist in isolation. Designers of information services are interested in how personas behave in specific scenarios which support their individual end goals (Pruitt & Grudin, 2003). The scenario is the contextualised setting of the interaction between the person and the information source (such as a website, a software application or a printed notice on a notice board) (Aoyama, 2005). For example, a resident who wishes to buy a house has a need for information about houses for sale and this results in the scenario of conducting an online search for houses to buy.

Using personas in the design of information systems has a number of benefits. Personas result in better designs because they help designers to envision an actual user of the system, thus preventing the design from being biased to the designers’ conveniences, purposes and preferences (Aoyama, 2007; Pruitt and Grudin, 2003, Faily and Flechais, 2011). Personas serve as a communication tool, within the team designing and developing an information system, and between the team and the commissioning client. They have been known to generate empathy, among designers and developers, towards users (Faily and Flechais, 2010). Personas can also be used to guide the design of marketing materials for informing different potential users about the system (Pruitt and Grudin, 2003) and to guide the evaluation of information systems (Aoyama, 2007).

Personas have been criticised as being open to being challenged and changed arbitrarily, and in response well-defined procedures have been developed for basing personas on evidence and empirical induction (Aoyama, 2005, 2007; Faily and Flechais, 2010, 2011). Our approach echoes that of Faily and Flechais (2010, 2011).

10. Purpose of the research

The purpose of this research was to test the process of creating personas in the context of city residents using city information services and to construct a preliminary set of personas for the City of Johannesburg that could be used, with some refinement, in future smart cities research. The research objectives were as follows:

1. To construct personas representing the information needs and preferences of residents of Johannesburg.

2. To compare the information needs and preferences of the constructed personas to the information services offered on the City of Johannesburg website, in order to evaluate the effectiveness of the City of Johannesburg website.

3. To reflect on the feasibility of using personas in understanding and developing city information services.
The scope of the study was limited to residents of Johannesburg, with information needs that could be met by the City of Johannesburg. The study did not include the information needs of tourists or potential investors in the city.

11. Data and analysis

The personas were constructed from data gathered through semi-structured interviews with city residents. Interview questions were based on the items in persona templates described by Aoyama (2007) and Pruitt and Grudin (2003). Questions were included about personal characteristics, interests and circumstances; skills in, attitudes towards and access to information technologies; engagement and attitudes towards government services; past and present information needs and the sources of information used. Interviews were conducted at Thuso House Customer Service Centre as well as the Johannesburg City Library. These two sites were selected because they attract large numbers of residents from a range of suburbs, including different income groups and demographics, hence providing access to a variety of residents.

Respondents were purposely selected in order to obtain appropriate variety, as well as commonality that would form patterns and ground the findings reliably. Potential respondents were invited to participate based on perceived gender, ethnicity and age, as well as who they were with (for example parents, children or other partners) from which we inferred family circumstances or social circles. Although the library did attract large numbers of residents, few library patrons were over the age of eighteen and this limited the number of respondents interviewed at the library. Respondents were interviewed in English, in the public spaces, and interviews were recorded with their permission.

Sixteen interviews were conducted with people between 18 and 70 years of age; four were unemployed, five were employed, six were self-employed and one was employed part-time. Eight of the respondents were African, four Caucasian, one coloured and three of Indian descent; nine were men and seven were women. Although the sample is not representative of the city’s residents, it did give a sufficiently rich mix of residents for our purposes.

Personas are documented using persona templates (Aoyama, 2007), foundation documents (Pruitt and Grudin, 2003) and narrative descriptions (Faily and Fléchais, 2010). We made use of a persona template with attributes selected as discussed below. Using a grounded theory approach (Corbin and Strauss, 2008; Faily and Fléchais, 2010, 2011) and Atlas.ti software, the interview data was analysed using closed and open coding. Closed codes were used to identify some of the template attributes (for example the personal characteristics and circumstances) while open coding was used to understand others (like attitudes and information needs). As patterns in the template attributes emerged, personas were identified with specific themes and named.
In constructing the personas, information gathered from individuals is combined and decomposed so that a persona may combine attributes from several individuals and the attributes of one individual may inform more than one persona (Aoya
ma, 2005). The attributes selected are often demographic, but must relate to the scenarios of interest. In our case, we are interested in residents’ information needs and the ways in which they satisfy these needs. So we included in the template personal characteristics (age, gender and marital status), life circumstances (employment and economic situation), attitudes (towards the city, information and technology) and hobbies. These characteristics were inferred from the collected data which typified each persona. A name and an image were added to personalise each persona and aid in envisaging an actual resident.

12. Five personas and their information needs

Five distinct personas emerged from the data: the techno-stressed old lady, the unemployed homeowner, the self-sufficient business woman, the community hero and the young and connected hustler. The characteristics of these personas are summarised in Table 1. This set of personas is not comprehensive because it is based on a limited set of data. However, the personas are well grounded in the data (Faily and Flechais, 2010) and serve to illustrate and reflect on the processes of creating and using personas.

<table>
<thead>
<tr>
<th>Name and description</th>
<th>Personal characteristics</th>
<th>Personal circumstances</th>
<th>Attitudes</th>
<th>Hobbies</th>
<th>Profile picture</th>
</tr>
</thead>
<tbody>
<tr>
<td>Elisabeth van de Baker, the techno-stressed old lady</td>
<td>Caucasian woman of 65, married</td>
<td>Retired former bookkeeper, owns a car, doesn’t need “all the things that young people need”</td>
<td>Values neatness and order; using technology is stressful; you can’t trust the internet</td>
<td>Reading and visiting friends</td>
<td><img src="image1" alt="Profile picture" /></td>
</tr>
<tr>
<td>Chennons Williams, the unemployed homeowner</td>
<td>Coloured man of 33, with a wife and 2-year-old son</td>
<td>Unemployed; worked at a printing store; owns a house; uses public transport</td>
<td>Patriotic and optimistic; positive about interactions with the city</td>
<td>Watching and playing soccer, socialising</td>
<td><img src="image2" alt="Profile picture" /></td>
</tr>
<tr>
<td>Kuyelwa Mbonani, the self-sufficient business woman</td>
<td>African woman of 47, married</td>
<td>self-employed financial consultant; owns a car</td>
<td>Wants simplicity and minimal services that are efficient and effective</td>
<td>Reading, playing tennis, walking and running</td>
<td><img src="image3" alt="Profile picture" /></td>
</tr>
</tbody>
</table>
Table 1: Characteristics of the five personas

<table>
<thead>
<tr>
<th>Name and description</th>
<th>Personal characteristics</th>
<th>Personal circumstances</th>
<th>Attitudes</th>
<th>Hobbies</th>
<th>Profile picture</th>
</tr>
</thead>
<tbody>
<tr>
<td>Poupa Chandrapal, the community hero</td>
<td>Man of Indian descent, 39, with a wife and two children</td>
<td>Police officer, owns a car and uses public transport</td>
<td>Loves his city and people; community-minded; enthusiastic about the city’s plans</td>
<td>Watches soccer, active in his religious community, and loves reading</td>
<td></td>
</tr>
<tr>
<td>Perseverance Mtimora, the young and connected hustler</td>
<td>African bachelor of 24</td>
<td>Self-employed business owner and student; driven, with many interests</td>
<td>Young, ambitious and tech-savvy; connected and well-informed</td>
<td>Plays piano and drums, socialises with family and friends, runs to stay fit</td>
<td></td>
</tr>
</tbody>
</table>

The information needs identified by the respondents are shown in Table 2 in descending order of frequency. It is not surprising that information about service tariffs was frequently sought because people come to the customer service centre to resolve queries with their services accounts. Community-specific information included planned power and water outages, the identity of meter readers and safety. Respondents showed interest in the city’s plans and initiatives for development, and were seeking information about jobs, public transport, leisure and cultural pursuits, as well as housing.

Table 2: Information needs identified by the respondents

<table>
<thead>
<tr>
<th>Information about</th>
<th># of references</th>
<th>% of references</th>
</tr>
</thead>
<tbody>
<tr>
<td>Service tariffs</td>
<td>17</td>
<td>31</td>
</tr>
<tr>
<td>Community-specific information</td>
<td>7</td>
<td>13</td>
</tr>
<tr>
<td>Jobs and job opportunities</td>
<td>6</td>
<td>11</td>
</tr>
<tr>
<td>Public transport information</td>
<td>6</td>
<td>11</td>
</tr>
<tr>
<td>City development plans</td>
<td>5</td>
<td>9</td>
</tr>
<tr>
<td>Leisure and cultural pursuits</td>
<td>5</td>
<td>9</td>
</tr>
<tr>
<td>Housing information</td>
<td>4</td>
<td>7</td>
</tr>
<tr>
<td>Other</td>
<td>5</td>
<td>10</td>
</tr>
<tr>
<td>TOTAL:</td>
<td>55</td>
<td>100</td>
</tr>
</tbody>
</table>

The sources that residents rely on for information include general internet searches (26% of references in the interviews), or the online information provided by the city (19%). But many also rely on the physical service centres (23%), as well as family and friends (16%). Several respondents reported that they first tried the City’s web site but did not find the information they needed and so had to go into the service...
centre. Other information sources mentioned were traditional media (newspapers, magazines, radio and television) as well as observing others.

Table 3 below reports the information needs of each persona and how they meet those needs. In order to understand how each persona engages with online information, the table also lists technology devices that each persona is able to use when seeking information, the activities that they use the internet for, and the number of hours they spend online each day.

<table>
<thead>
<tr>
<th>Name and description</th>
<th>Information needs</th>
<th>Information sources</th>
<th>Devices</th>
<th>Online activities</th>
<th>Hours per day</th>
</tr>
</thead>
<tbody>
<tr>
<td>Elisabeth van de Baker, the technostressed old lady</td>
<td>To log an account query. To check the status of a query. Information that is neat and indexed.</td>
<td>Customer service centre, friends and family, media outlets, general internet</td>
<td>Personal computer (phone is hard for her to see)</td>
<td>Online banking and general searching</td>
<td>0 – 1 hours</td>
</tr>
<tr>
<td>Chennons Williams, the unemployed home owner</td>
<td>Utility account query. Proof of unemployment for debtors. Government job vacancy information. Service outages in his suburb</td>
<td>Media outlets, general internet</td>
<td>Mobile phone (used to use a computer at work)</td>
<td>Job hunting and general searching</td>
<td>0 – 1.5 hours</td>
</tr>
<tr>
<td>Kuyela Mbonani, the self-sufficient business woman</td>
<td>Feedback on her services account. Information related to her community and neighbourhood. Queries over Skype.</td>
<td>Customer service centre, general internet</td>
<td>Personal computer at home and mobile phone</td>
<td>Online banking, email, research for her business</td>
<td>0 – 4 hours</td>
</tr>
<tr>
<td>Poupa Chandrapal, the community hero</td>
<td>Services account queries. Community information. City success stories, like park renovations. City development plans.</td>
<td>Media outlets, general internet, city website, customer service centre</td>
<td>Mainly his phone, also his laptop</td>
<td>Reading, research and general searching</td>
<td>3 – 6 hours</td>
</tr>
<tr>
<td>Perseverance Mtimora, the young and connected hustler</td>
<td>Identity of meter readers in his suburb. Crime stats and housing options. Wants to upload own meter readings and make online payments. Community notices and updates. City development plans.</td>
<td>General internet, City of Johannesburg website, customer service centre</td>
<td>Personal laptop and smartphone</td>
<td>Online banking, email, research for study/business, general searching, entertainment</td>
<td>6-10 hours</td>
</tr>
</tbody>
</table>

Table 3: Persona information needs and behaviours
The information needs of the personas were compared with the information provided on the City of Johannesburg’s web site by completing a walk-through of selected information-seeking scenarios associated with specific personas. The scenarios examined were: to query a water and electricity account, to look for job opportunities, to identify planned service outages, to learn about city development plans, and to identify the meter readers for an area. The walk-throughs were performed using the devices available to the personas and took account of the experiences and outcomes that respondents reported in the interviews. The results are summarised in Table 4.

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Personas</th>
<th>Experience</th>
<th>Outcome</th>
</tr>
</thead>
<tbody>
<tr>
<td>Billing query on a personal computer</td>
<td>Aged technostressed lady; Self-sufficient business woman</td>
<td>Tries following menu options, but gets “page not found” errors. Tries the quick help and gets a list of FAQs, but can’t find the question she wants to ask. Finally uses the search option. The search term “query” returns 682 results. One says Accounts and following this link gives information about logging a query by phone and in person, but not online.</td>
<td>Information need not met</td>
</tr>
<tr>
<td>Billing query on mobile phone</td>
<td>Unemployed homeowner; Community hero</td>
<td>Navigates to the site’s home page. Tries a number of tabs and links that appear to relate to billing information, but cannot find the information he needs.</td>
<td>Information need not met</td>
</tr>
<tr>
<td>Look for job opportunities on mobile phone</td>
<td>Unemployed homeowner</td>
<td>Navigates to the site’s home page. Cannot find any links that relate to employment information.</td>
<td>Information need not met</td>
</tr>
<tr>
<td>Find service outage times on a personal computer</td>
<td>Self-sufficient business woman</td>
<td>Navigates to the site’s home page. Identified “service alerts” link which gives details of planned outages. Her suburb is listed and the information is available.</td>
<td>Information need met</td>
</tr>
<tr>
<td>Find service outage times on mobile phone</td>
<td>Unemployed homeowner; Community hero</td>
<td>Navigates to the site’s home page. Identified “service alerts” link which gives details of planned outages. Suburb is not listed. It is not clear if this is an omission or whether there are no planned outages for his area.</td>
<td>Information need partially met</td>
</tr>
<tr>
<td>Identify the meter readers for an area on a personal computer</td>
<td>The young, connected hustler</td>
<td>Navigates to the site’s home page. Types “meter reading” in the search field. The system returns 511 results. The first result is a link to the Electricity page which lists the meter readers for each area.</td>
<td>Information need met</td>
</tr>
</tbody>
</table>

Table 4: Scenarios evaluated and outcomes

From this analysis it is clear that many information needs of residents are not being met by the City’s web site and consequently, residents are turning to other information sources. Respondents reported that coming into the service centre was inconvenient, but that it had the capacity to address their information needs because
the service centre is interactive; they get direct feedback from an individual. By contrast, the web site was not interactive.

13. Reflecting on the use of personas

The personas revealed new ways of thinking about city residents. For example, while the needs of homeowners are clearly present in the smart city, as are the needs of the unemployed, the intersection of these two groups, the unemployed homeowner, was unexpected and presents a new set of information needs. So it appears that the use of personas will give a more inclusive view of the city’s residents and a more comprehensive understanding of their information needs.

The process of constructing personas using interviews created well-grounded archetypes of the city’s residents. The interviews allowed the respondents to express themselves and resulted in a more in-depth understanding of the interviewed residents. However, to create a comprehensive cast of personas, representing all the residents of the city, using this method would be time consuming. Some authors have used surveys to collect data for constructing personas (for example Ayoma, 2005), but this approach lacks the richness of interviews. Some combination of data based on surveys and interviews will probably yield the best results.

Aoyama (2005) cautions that the practice of naming the personas may make the personification too “strong” and this has been reflected in practice (Faily and Flechais, 2010). We opted to use a name (e.g. Kuyelwa Mbonani) and a descriptive title (e.g. “the self-sufficient business woman”) for each persona. In working with the personas, the descriptive title seems to encapsulate the persona without the strong personification and we recommend this practice.

The personas assist in understanding the ways in which different people interact with information services. For example, it helped in doing the web site evaluations to think of the approaches that each persona might use. This would be even more effective if the city set up resident panels, like the persona user panels of Pruitt and Grudin (2003), of representative people who could assist in such evaluations.

One of the challenges in Johannesburg is ensuring that the information needs of residents are addressed equitably. Often the information needs of wealthier, more powerful residents are better provided for because private companies and individuals see business opportunities in doing so. Such residents are also more vocal and better able to lobby for their needs to be met. In South Africa, where there are deep inequalities and the need to provide redress for past inequities, equity of information provision is important. A comprehensive cast of city resident personas would bring the needs of a wider range of residents to the attention of those designing information services, highlight those who have pressing needs that are not being met.

This study was limited in the data collection with data being collected from only two locations in the city and only 16 interviews being conducted, and so the personas
reflect the types of people who make use of those locations. Future research might expand the cast of personas for the City of Johannesburg; construct personas for other information services; critique other information services used by city residents, and examine the use of these personas in the design of information services.

14. Conclusion

The construction of a comprehensive cast of city resident personas is feasible, although the process of arriving at such personas may need to be refined. Having a set of resident personas would facilitate user centred design and make it more likely that the information services provided in the city match the information needs of the residents. In addition, the personas could give a “voice to the voiceless”, raising awareness of the information needs of residents who lack the capacity and influence to demand that their needs are met.
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